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A key component of many optimization algorithms is some form of gradient de-
scent. For example, to train an arti�cial neural network (ANN) to preform a par-
ticular task, the network parameters must be �ne tuned. For example, ANNs can
be trained to do optical character recognition with accuracy exceeding 99% on some
datasets, such as MNIST:

There are a large number of variations of the key principle: calculate a collection
of derivatives and then move in that direction. The techniques of dropout and drop-
Connect for turning ANNs into ensemble learners require a drastic re-interpretation
of how gradient descent works.

The goal of this project is to explore the family of gradient descent algorithms,
and to see how they interact with dropout.

Experience with programming in R or Python required.
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