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Abstract—Practical applications of digital forensics are often faced with the challenge of grouping large-scale suspicious images into a vast number of clusters, each containing images taken by the same camera. This task can be approached by resorting to the use of sensor pattern noise (SPN), which serves as the fingerprint of the camera. The challenges of large-scale image clustering come from the sheer volume of the image set and the high dimensionality of each image. The difficulties can be further aggravated when the Number of Classes (i.e., the number of cameras) is much higher than the average Size of Class (i.e., the number of images acquired by each camera). We refer to this as the $NC \gg SC$ problem, which is not uncommon in many practical scenarios. In this work, we propose a novel clustering framework that is capable of addressing the $NC \gg SC$ problem without a training process. The proposed clustering framework was evaluated on the Dresden image database and compared with the state-of-the-art SPN-based image clustering algorithms. Experimental results show that the proposed clustering framework is much faster than the state-of-the-art algorithms while maintaining a high level of clustering quality.
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I. INTRODUCTION

Being capable of determining the origin of a digital image, sensor pattern noise (SPN), which arises from the imperfections in the manufacturing of sensors, has drawn much attention from the digital image forensics community in recent years. Its uniqueness to individual cameras and stability against environmental conditions make it a feasible fingerprint for identifying and linking source cameras [1–7]. To determine the origin of a given image among candidate cameras, a reference SPN is constructed for each candidate camera by averaging the noise residues extracted from a set of images taken by the camera. A given image is deemed to be taken by the camera associated with the detected SPN in the image. In this case, a set of images taken by the same camera is required for constructing the reference SPN. This requirement can be easily fulfilled when the camera is available to the investigators. However, in many real-world scenarios, only a set of images are available, without any information about the source cameras. In such circumstances, sometimes it is still desired to cluster the images into a number of groups, each including the images acquired by the same camera, so that the forensic investigators can associate different crime scenes and therefore be in a better position to link the evidence to the seized hardware owned by the suspects. This task can be accomplished by clustering the images based on the SPNs extracted from the images. Because the noise residue of an image (i.e., the difference between the original image and its denoised version) can be considered as the “noisy” SPN, we will refer to the noise residue as the “camera fingerprint”, while the true SPN component in the noise residue is referred to as the “true SPN” in this paper. Additionally, to differentiate the ground truth and the clustering results, we will refer to the fingerprints of the same camera as a class, and refer to those clustered into the same group by the clustering algorithm as a cluster.

Clustering camera fingerprints is not an easy task, especially when the number of images has explosively increased across the Internet over the past decades. The size of image databases can be in the order of hundreds of thousands, which makes exhaustive pairwise comparison computationally prohibitive. Moreover, the extracted fingerprint from an image can be severely contaminated by other interferences. To guarantee the reliability and the accuracy of clustering, the dimension of camera fingerprint has to be very large, for example, $512 \times 512$ pixels or above. The high dimension of a camera fingerprint will impose a heavy burden on data storage and computation. Another challenge comes from the scenario where the Number of Classes is much higher than the average Size of Class, which will be referred to as the $NC \gg SC$ problem in this paper. This usually happens when we are dealing with massive Internet data. For example, the number of users on photo-sharing websites is normally much higher than that of photos uploaded by each user. Therefore, it is necessary to develop an effective algorithm to overcome the above-mentioned challenges.

In this work, we propose a novel clustering framework capable of dealing with large-scale camera fingerprint databases. It takes advantage of the dimension reduction and the inherent sparseness of the similarity matrix, to reduce the computational cost. Based on the analysis of correlation distribution, we have also derived an adaptive threshold, with regard to the size and the quality of clusters. It is the adaptive threshold that allows the clustering algorithm to work in a divide-and-conquer manner and makes the clustering on large-scale databases much more efficient.

The remainder of this paper is organized as follows. In Section II, we will revisit the previous works on image clustering based on camera fingerprints. In Section III, the details of the proposed clustering framework will be presented. The reasons why the proposed framework can cope with large-scale databases as well as the time complexity and I/O
cost will be discussed in Section IV. Parameter settings and comprehensive experimental results will be given in Section V. Finally, Section VI concludes the work.

II. PREVIOUS WORKS

One of the first works dedicated to clustering camera fingerprints was reported in [8], where each enhanced fingerprint is treated as a random variable and Markov random field (MRF) is used to iteratively update the class label of each fingerprint. A subset of images are randomly chosen from the entire dataset to set up a training set. Based on the pairwise similarity matrix of the training set, a reference similarity and a membership committee are determined for each fingerprint. The similarity values and class labels within the membership committee are used to estimate the likelihood probability of assigning each class label to the corresponding fingerprint. Then the class label of a fingerprint is updated as the one with the highest likelihood probability in its membership committee. The clustering process stops when there are no label changes after two consecutive iterations. Finally, the fingerprints not in the training set will be assigned to their closest clusters identified in the training set. This algorithm performs well on small databases, but it is very slow due to the calculation of the likelihood probability, which involves all the members in the membership committee and needs to be calculated for every class label and every fingerprint. The time complexity is nearly $O(n^3)$ in the first iteration, where $n$ is the number of fingerprints, so it becomes obviously computationally prohibitive for large-scale databases. Another limitation is that when the $\text{NC} \gg \text{SC}$ problem presents, the size of the training set has to be very large to guarantee most of the classes are present in the training set. These two limitations make it computationally infeasible for large databases.

In [9], camera fingerprints clustering is formulated as a weighted undirected graph partitioning problem. Each fingerprint is considered as a vertex in a graph, while the weight of an edge is the similarity between the two fingerprints linked by the edge. To avoid the time-consuming pairwise similarity calculation, a $\kappa$-nearest graph is constructed as follows: A vertex is randomly selected as the first center, and its edge weights with all other vertices are calculated. The $(\kappa + 1)$th closest vertex to the initial center is then selected as the second center and its edge weights with all other vertices, except the first center, are calculated, where $\kappa$ is a parameter controlling the sparsity of the graph. This procedure is repeated until the number of vertices that have not been considered as a center is not larger than $\kappa$. A multi-class spectral clustering algorithm [10] is then employed on the constructed $\kappa$-nearest graph to partition the vertices (fingerprints). For every vertex being investigated, its similarities with all the other vertices have to be calculated when constructing the $\kappa$-nearest graph, which incurs high I/O cost for large databases because one fingerprint needs to be read from the disk many times for calculating its similarities with the centers due to the limited size of RAM. The time complexity of the algorithm in [10] is $O(n^2 m + nm^2)$, where $m$ is the number of partitions. The optimal number of partitions is determined by specifying an increasing $m$ and repeating the spectral clustering until the size of the smallest cluster equals 1. Putting aside the efficiency, the aptness of the manner for finding the optimal partitions number is still an issue for large-scale camera fingerprint databases.

Another algorithm proposed in [11] is based on the hierarchical clustering. Similar with [8], the fingerprint is enhanced beforehand and only a random subset (training set) of the whole dataset is used for clustering, followed by a classification stage for the remaining fingerprints. Initially considering each fingerprint as one cluster, the algorithm first calculates the pairwise similarity matrix of the training set. The two most similar clusters are merged into one and the similarity matrix is updated by replacing the corresponding two rows and columns with the similarities between the merged cluster and all other clusters. After the update, a silhouette coefficient, which measures the separation among clusters and the cohesion within each cluster, is calculated for each fingerprint. The silhouette coefficients are averaged to give a global measure of the aptness of the current partition. When all fingerprints have been merged into one cluster, the partition corresponding to the highest aptness is deemed to be the optimal partition. Another hierarchical clustering based algorithm was proposed in [12], where the only difference is that the calculation of the silhouette coefficient is performed for each cluster rather than for each fingerprint and only the separation to the nearest neighboring cluster is measured. As reported in [11], with comparable accuracy, the hierarchical clustering based algorithm is faster than [8]. But the computational cost of the hierarchical clustering is still very high and requires at least $O(n^2 \log n)$ operations. The high computational cost, therefore, limits its applicability to large databases.

It can be observed that existing methods either initially cluster on a training set randomly sampled from the original dataset [8, 11, 12] or calculate a small portion of the pairwise similarities [9] to generate a collection of representative clusters, the centroids of which will be used to classify the remaining fingerprints by assigning each of them to the most similar centroid. The successful classification requires that the whole dataset is well represented by the representative clusters. However, sometimes we are confronted with the $\text{NC} \gg \text{SC}$ problem, where the number of classes within the training set is probably far less than that of the original dataset. The $\text{NC} \gg \text{SC}$ problem makes it difficult, if not impossible, to form a training set at random that can sufficiently represent the entire population. In consequence, misclassifications happen when some of the remaining fingerprints do not belong to any of the representative clusters. Li proposed in [8] that if the similarity between one fingerprint and the most similar centroid is less than a predefined threshold, the fingerprint is considered as a new representative cluster and used to classify the remaining fingerprints. But not only the reliability of the new singleton representative cluster is doubtful, but also the selection of the threshold can be annoying. If the threshold is not appropriately set, it is very likely that one fingerprint does not belong to any of the representative clusters, but its similarity with the closest representative cluster is higher than the preset threshold. This usually happens when some fingerprints within one representative cluster are not purely
from the same camera. What is worse, such misclassification can be propagated in the succeeding classification process. Therefore, an effective way of determining an appropriate threshold is urgently needed.

The characteristics of the camera fingerprints clustering problem also make it difficult to employ most of the classic clustering algorithms. For example, the partition clustering algorithms, as typified by $K$-means [13] and CLARANS [14], require users to input the desired partition number $K$, the determination of which can be tricky in practice. Moreover, they may require several passes over the database and thus do not scale well to large-scale camera fingerprint databases. The density based approaches, such as DBSCAN [15], are directly performed on the entire database. As a result, for large databases that cannot fit in the main memory, it could incur substantial I/O cost [16]. Furthermore, its sensitiveness to parameters and its inability to handle clusters with various densities make it hard to produce satisfactory results on camera fingerprints, whose noise-like characteristics can easily result in clusters with various densities. Some hierarchical clustering algorithms using random sampling to reduce the input size for large databases, such as [16] and [17], will suffer from the $NC \gg SC$ problem. Other hierarchical clustering algorithms designed for large-scale databases, as typified by BIRCH [18] and CHAMELEON [19], do not perform well on camera fingerprint databases because of either the sensitivity to outliers or the high I/O cost when constructing the $\kappa$-nearest graph.

III. PROPOSED CLUSTERING FRAMEWORK

Given the limitations of the existing methods reviewed in the previous section, we propose a new clustering framework as shown in Fig. 1. The proposed framework mainly consists of preparation, coarse clustering, fine clustering, attraction and post-processing. In what follows, we will look into each of the five steps to provide a rough picture of the proposed framework.

Step 1: Preparation

- **Image preprocessing**: Eliminate the images with saturation or low intensities. Rotate the remaining images to ensure they are all horizontally oriented.

- **Fingerprint extraction and standardization**: Suppose there are $n$ images left in the database after removing the dark or saturated images. A $d$-dimensional fingerprint is extracted from the center of the green channel of each image and standardized to zero mean and unit variance.

- **Dimension reduction**: Project each of the $d$-dimensional fingerprints onto a $k$-dimensional subspace ($k < d$) using the very sparse random projection proposed in [20].

- **Fingerprint data storage**: Store the full-length fingerprint, the corresponding dimension-reduced fingerprint as well as the image name into a single file for each image.

Step 2: Coarse clustering

- **Correlation matrix approximation**: To avoid calculating the $n \times n$ pairwise correlation matrix $M$, the dimension-reduced fingerprints and the potential-based eviction (to be discussed in Section III-B) are used to reduce the computational cost. In this way, $M$ is replaced with a set of more RAM-efficient lists $L_i$, of which each element $L_i$ records the indices of the fingerprints that are similar enough to the $i$th fingerprint.

- **Coarse partition**: Based on the graph information recorded in $L$, the $n$ fingerprints are coarsely partitioned into $n_c$ coarse clusters using the fast graph clustering algorithm in [21].

Step 3: Fine clustering

- **Cluster splitting**: For each of the $n_c$ coarse clusters, a correlation matrix is calculated and binarized as in the coarse clustering stage, but using the $d$-dimensional full-length fingerprints. Because the size of each coarse cluster is small, the calculation of the correlation matrix is fast and efficient. Based on the binary correlation matrix corresponding to one coarse cluster, the cluster is naturally split into $n_s$ sub-clusters with variable sizes using the flow simulation based graph clustering algorithm [22].

- **Cluster merging**: Each of the $n_s$ sub-clusters is represented by the centroid averaged over the full-length member fingerprints. Based on the $n_s$ centroids, a $n_s \times n_s$ pairwise correlation matrix is calculated and binarized using an adaptive threshold matrix $\tau$ (the element $\tau_{ij}$ depends on the sizes and the qualities of sub-cluster $S_i$ and sub-cluster $S_j$). Larger clusters are therefore obtained by merging two or several sub-clusters. Meanwhile, the centroids and the qualities of the merged clusters are updated accordingly.

Step 4: Attraction

- **Centroid attraction**: The centroids are used as “attractors” to attract the unclustered fingerprints left in the database. Consequently, most of the fingerprints belonging to the discovered clusters will be absorbed to form larger clusters.

Step 5: Post-processing

- **Cluster screening and storage**: Place the fingerprints in the clusters with a size smaller than a threshold $\eta$ back into the database and store the remaining clusters as the final clusters. The stored information includes the centroid, the names of the corresponding images, and the quality of the cluster.

- **Termination or continuation**: The algorithm ends if no more notable clusters can be found. Otherwise, place the unclustered fingerprints, as well as those in the clusters with a size smaller than $\eta$, back into the database for the next round of clustering.

In the following subsections, we will provide more details on each of the above steps.
A. Preparation

Since the fingerprint information is not present in the dark or saturated images [2], involving these images into the clustering process not only entails high computational burden, but also makes the clustering results unreliable and unpredictable. Hence, those images with insufficient fingerprint information will be ignored. Another concern comes from the orientation of images. As we know, images taken by the same camera can be in either the horizontal or vertical orientation depending on how the camera is held. For JPEG/TIFF images, the orientation information may have been stored in the exchangeable image file format (EXIF) header of the image file, but the EXIF information may have been stored in the exchangeable image file format (EXIF) header of the image file, but the EXIF information is untrustworthy and sometimes unavailable. We therefore rotate the vertically oriented images clockwise by 90° to ensure all images are horizontally oriented. Although this cannot completely solve the rotation problem, it successfully limits the freedom of rotation.

After the above preprocessing, a camera fingerprint $F$ is extracted from the central block of the green channel of each image $I$, i.e.,

$$F = I - \mathcal{G}(I),$$

(1)

where $\mathcal{G}$ is the denoising filter. The normalized cross correlation (NCC) $\rho$ is used as the similarity measurement between two fingerprints, $X$ and $Y$:

$$\rho(X, Y) = \frac{\sum_{i=1}^{d} (X[i] - \bar{X})(Y[i] - \bar{Y})}{\sqrt{\sum_{i=1}^{d} (X[i] - \bar{X})^2} \sqrt{\sum_{i=1}^{d} (Y[i] - \bar{Y})^2}},$$

(2)

where $d$ is the length of the fingerprint, $\bar{X}$ and $\bar{Y}$ are the arithmetic mean of $X$ and $Y$, respectively. NCC is notorious for its high computational cost due to the calculation of the variances in the denominator of Equation (2). To alleviate this, each fingerprint is standardized to have zero mean and unit variance. After standardization, Equation (2) is simplified to the more efficient element-wise product:

$$\rho(X, Y) = \frac{1}{d} \sum_{i=1}^{d} \hat{X}[i] \hat{Y}[i],$$

(3)

where $\hat{X}$ and $\hat{Y}$ are the standardized version of $X$ and $Y$, respectively.

Standardization also builds up the equivalence between NCC and other commonly-used similarity measures such as the inner product\(^1\) and the Euclidean distance [23]. It reminds us that many similarity-preserving dimension reduction methods are potentially suited for use in reducing the computational cost. Unfortunately, dimension reduction techniques based on the discrete Fourier transform (DFT) [24], singular value decomposition (SVD) [25], discrete wavelets transform (DWT) [26] and piecewise aggregate approximation (PPA) [27] are not applicable to our application due to the nature of noise-like camera fingerprints. More advanced methods, such as principal components analysis (PCA) [28], isometry mapping [29], maximal variance unfolding [30] and locally linear embedding [31] are computationally infeasible for large-scale camera fingerprints due to the mutual dependencies of data. We therefore resort to another more efficient solution — very sparse random projection [20, 32] due to its appealing properties of Euclidean distance-preserving, computational efficiency and data independence. Let $d \times n$ matrix $D$ be the set of $n$ camera fingerprints in the $d$-dimensional space $\mathbb{R}^d$, and $R$ be the $k \times d$ random projection matrix with $R(i,j) = r_{ij}$, where $\{r_{ij}|1 \leq i \leq k, 1 \leq j \leq d\}$ are independent and identically distributed (i.i.d.) random variables drawn from the following probability distribution:

$$r_{ij} = \sqrt{s} \times \frac{1}{k} \begin{cases} +1 & \text{with probability } 1/2s, \\ 0 & \text{with probability } 1 - 1/s, \\ -1 & \text{with probability } 1/2s, \end{cases}$$

(4)

where $s=\sqrt{d}$ according to [20]. The dimension reduction of the $n$ fingerprints from $\mathbb{R}^d$ to $\mathbb{R}^k$ is achieved by a matrix multiplication:

$$E = RD,$$

(5)

where $E$ is a $k \times n$ matrix, with its columns representing the dimension-reduced camera fingerprints.

Finally, the standardized fingerprint, the dimension-reduced counterpart, along with the image name are stored in a file with an unique filename. The dimension-reduced and the full-length fingerprint will be used for the following coarse clustering and fine clustering, respectively.

B. Coarse clustering

One of the key challenges of clustering large-scale and high-dimensional camera fingerprints is to discover the potentially correlated fingerprint pairs. Calculating the complete, \(^1\) is the length of the fingerprint,

\[ \rho(X, Y) = \langle \frac{\hat{X}}{\sqrt{d}}, \frac{\hat{Y}}{\sqrt{d}} \rangle \]
exhaustive set of similarities in the $n \times n$ pairwise correlation matrix $M$ requires at least $n(n-1)/2$ comparisons, which becomes clearly prohibitive for large databases. Even if we have the oracle to know all of the entries of $M$, it is still an issue to cache them in the RAM. Practically speaking, the correlation matrix is very likely to be sparse because only the fingerprints of the same camera are correlated with each other. So instead of keeping all the correlations in the RAM, we use a threshold $t_b$ to binarize the similarities (correlations). Since the intrinsic quality of fingerprints depends on many complex factors, the average similarities for different cameras may vary substantially. But in the sense of clustering, one class with a higher average intra-class similarity should be equivalent to another class with a lower average similarity. In this regard, binarization is an effective way to eliminate the divergences in different classes and make the clustering more resilient against the interferences in the fingerprints.

Another optimization is to calculate a small portion of the $n(n-1)/2$ matrix entries, then the key issue becomes what heuristics or criteria can be used to select the matrix entries for calculation. One such work was proposed in [9], but, as mentioned in Section II, the expensive I/O cost makes it unaffordable for large-scale databases. Given $n$ dimension-reduced fingerprints, we randomly partition them into batches of equal size $q$, where $q$ can be customized so that the RAM is sufficient for simultaneously accommodating two batches and the extra space for calculating the inter-batch correlations. Two batches are firstly brought into the RAM, and the correlations of the fingerprints in the two batches are calculated and binarized for updating a set of lists $L_i$ of which each element $L_i$ is a list recording the indices of the vertices adjacent to the $i$th fingerprint. All remaining batches are sequentially loaded from the disk one at a time. To proceed with the next batch, at least $q$ fingerprints have to be evicted from the RAM. We consider each dimension-reduced fingerprint as a vertex $v_i$, $i = 1, 2, ..., n$ in a graph $G$, and define a potential measurement $p_i$ characterizing its potential connectivities with other vertices:

$$p_i = \frac{\text{deg}(v_i)}{A_i},$$

where $\text{deg}(v_i)$ is the degree of vertex $v_i$ (i.e., the length of $L_i$) and $A_i$ is the accumulated number of vertices whose connectivities with vertex $v_i$ have been investigated up to the latest batch. $p_i \in [0, 1]$ is initialized as 0 at the beginning. In order to accommodate the new incoming batch, the $q$ vertices with the lowest potentials are evicted from the RAM. We refer to this strategy as the potential-based eviction. The underlying motivation is that the more fingerprints a camera fingerprint is connected with among those that have been investigated, the more likely it will be connected with more fingerprints among the ones that have not been investigated yet. By taking advantage of the asymmetry of the class distribution, the potential-based eviction allows for discovering more correlated fingerprint pairs based on the limited number of correlation calculations. Meanwhile, the I/O cost is minimized because every dimension-reduced fingerprint is loaded only once. It is worth noting that we use $p_i$ instead of $\text{deg}(v_i)$ because the number of pairwise comparisons for the vertices in the posterior batches is less than that for the vertices in the previous batches. As a consequence, the vertices loaded earlier tend to have a higher degree than the ones loaded later.

With the potentially correlated fingerprint pairs recorded in $L$, it is fed into a multilevel graph partitioning algorithm Graclus [21], which works by repeatedly coarsening the original graph (corresponding to $L$) to a point where very few vertices remain in the graph, then a spectral clustering method [33] is applied on the coarsest graph, the clustering result of which will be refined level by level up to the original graph. By empirically specifying the cluster number $n_c = \lceil n s \rceil$, where $\lceil \cdot \rceil$ is a ceiling operator, Graclus partitions the $n$ fingerprints into $n_c$ coarse clusters with various sizes, among which some large coarse clusters will be recursively bisected into small clusters to ensure that each of them can be fit into the RAM at a time. The purpose of coarse clustering is to gather potentially correlated fingerprints into the same batch and therefore increase the probability of forming reliable clusters in the following fine clustering stage.

C. Fine clustering

After coarsely partitioning the whole database, the coarse clusters will be further split and merged in the fine clustering stage. Specifically, for each of the resultant coarse clusters, an accurate correlation matrix is calculated and binarized as in the coarse clustering stage, but using the full-length ($d$-dimensional) rather than the dimension-reduced ($k$-dimensional) fingerprints. Because the number of fingerprints in each coarse cluster is small, the processing of each coarse cluster can be quite efficient. The binarized correlation matrix is input to the Markov cluster algorithm (MCL) [22], which iteratively applies the expansion (matrix multiplication) and inflation (entry-wise matrix product) operators until it converges to a steady state. Finally, the clusters are discovered by interpreting the resultant matrix. Given a small enough coarse cluster, many alternative algorithms, such as [8, 9, 11, 12, 34], are feasible for the clustering task. But the following merits make MCL preferable to other methods:

1) MCL can be significantly sped up by taking advantage of the sparseness of the correlation matrix and pruning the small matrix entries during each iteration.

2) MCL tends to result in small cluster granularity but high precision rate. Given a large volume of fingerprints, it is difficult to achieve high recall rate and high precision rate simultaneously. Mixing the fingerprints of different cameras in the same cluster (low precision rate) can lead to error propagation in the ensuing clustering process. However, dispersing the fingerprints of the same camera into several clusters (low recall rate) still ensures high correctness and reliability of the clustering despite the extra computational cost. Therefore, if we have to sacrifice in one aspect to gain in the other, we would usually prefer the high precision rate to the high recall rate in practice.

The split of coarse clusters may produce many small or even singleton sub-clusters, but only the sub-clusters with a score $\xi$
greater than a predefined threshold \( t_s \) are collected for further use:

\[
\xi = \sqrt{\frac{\sum_{v_i \in C} \sum_{v_j \in C} e_{ij}}{|C|(|C|-1)}} > t_s, \tag{7}
\]

where \(|C|\) is the size of cluster \( C \), \( e_{ij}\) is a binary variable with 1 signifying that \( v_i \) is connected with \( v_j \). But due to the limited RAM size, sub-clusters are sorted according to the score \( \xi \) and only the \( H \) sub-clusters with the highest scores are retained in the RAM, where \( H \) is adaptive to the RAM size. We refer to this strategy as score sorting. In such a manner, we can make better use of the limited RAM and guarantee that the larger classes (usually related to the sub-clusters with a higher score) will be clustered preferentially.

In the coarse clustering stage, the fingerprints of the same camera are likely to be partitioned into different coarse clusters. Even if those fingerprints are grouped into the same coarse cluster, they may still be split into different sub-clusters in the ensuing splitting stage, so it is desirable to merge the sub-clusters of the same camera for both efficiency and accuracy reasons before proceeding further. Hereafter, we will refer to the correlation between the centroids of two clusters from the same camera as the intra-class correlation, and the correlation between the centroids of two clusters from different cameras as the inter-class correlation. Intuitively, the intra-class correlation increases with the cluster size because the random noises in the centroid of a larger cluster have been suppressed more significantly, while the inter-class correlation remains the same. If we know how the correlation between two centroids changes with the sizes of clusters, an adaptive threshold can be adopted to determine whether they are from the same camera. The adaptive thresholding problem for camera fingerprint clusters merging has been studied in [35] and [36] by estimating the parameters of a prescribed function, but both of them do not generalize well across different cameras. According to the Central Limit Theorem (CLT), the NCC \( \rho \) between two \( d \)-dimensional centroids, \( X \) and \( Y \), from different cameras conforms to a normal distribution with zero mean and \( 1/d \) variance, i.e., \( \rho(X, Y) \sim N(0, 1/d) \). If \( X \) and \( Y \) are the centroids of two sub-clusters \( S_x \) and \( S_y \) from the same camera, we can derive that the distribution approaches to a normal distribution when \( d \to \infty \) (please refer to the Derivation of Correlation Distribution in the Appendix), i.e.,

\[
\rho(X, Y) \xrightarrow{d} N(\mu, \Sigma), \tag{8}
\]

where

\[
\begin{align*}
\mu &= \frac{n_x n_y \sigma_x^2 \sigma_y^2}{[(n_x - 1)\sigma_x^2 + 1][(n_y - 1)\sigma_y^2 + 1]}, \\
\Sigma &= \frac{n_x n_y \sigma_x^2 \sigma_y^2 + [(n_x - 1)\sigma_x^2 + 1][(n_y - 1)\sigma_y^2 + 1]}{[(n_x - 1)\sigma_x^2 + 1][(n_y - 1)\sigma_y^2 + 1]}. \tag{9}
\end{align*}
\]

Here, \( d \) is the length of fingerprints, \( n_x \) and \( n_y \) are the sizes (i.e., numbers of member fingerprints) of cluster \( S_x \) and \( S_y \), respectively. \( \sigma_x^2 \) and \( \sigma_y^2 \) are the average qualities of the true SPN in each member fingerprint in \( S_x \) and \( S_y \). When there is no ambiguity, the average quality of the true SPN in each member fingerprint of one cluster will be simply referred to as the quality of the cluster. For large clusters, the mean of the intra-class distribution is normally far from the zero mean of the inter-class distribution, so the threshold can be safely increased to reduce the false positives. An adaptive threshold \( \tau \) characterizing the change in the intra-class distribution is therefore proposed as

\[
\tau = \max\left(t_b, \frac{\omega \sqrt{n_x n_y \sigma_x^2 \sigma_y^2}}{\sqrt{[(n_x - 1)\sigma_x^2 + 1][(n_y - 1)\sigma_y^2 + 1]}}\right), \tag{10}
\]

where \( t_b \) is the threshold used for binarizing the similarity matrix in the fine clustering stage, \( \omega \) is a predefined scaling factor. Two sub-clusters with a correlation between their centroids higher than \( \tau \) are considered to be from the same camera. In Equation (10), \( \tau \) is related to the dynamic intra-class distribution rather than the constant inter-class distribution, so it is more reliable than the threshold determined by the Neyman-Pearson criterion when the cluster size keeps increasing. In such a way, \( \tau \) effectively prevents the cluster merging from propagating errors into the merged clusters. \( \sigma_x^2 \) and \( \sigma_y^2 \) in Equation (10) can be estimated by calculating the mean of correlations (please refer to \( \mu_1 \) in Equation (25) with \( \lambda = 1 \) in the Appendix). Therefore, when coarse clusters are split into \( n_s \) sub-clusters, the quality of each sub-cluster is initially estimated as

\[
\sigma_i^2 = \frac{1}{q_i} \sum_{k=1}^{q_i} \rho_{ik}, \quad i = 1, 2, \ldots, n_s, \tag{11}
\]

where \( q_i \) is the number of the calculated correlations within \( S_i \). Following the analysis in Scenario 2 in the Appendix, if \( S_x \) and \( S_y \) are merged into \( \hat{S} \) in the cluster merging stage, we update the quality of \( \hat{S} \) as

\[
\hat{\sigma}^2 = \frac{n_x \sigma_x^2 + n_y \sigma_y^2}{n_x + n_y}, \tag{12}
\]

In particular, when \( \sigma_x^2 = \sigma_y^2 = \sigma^2 \), \( \hat{\sigma}^2 \) of the merged cluster \( \hat{S} \) is the same as that of \( S_x \) or \( S_y \), i.e., \( \hat{\sigma}^2 = \sigma^2 \). Equation (12) can be easily generalized for merging \( c \) sub-clusters:

\[
\hat{\sigma}^2 = \frac{\sum_{i=1}^{c} n_i \sigma_i^2}{\sum_{i=1}^{c} n_i}, \tag{13}
\]

where \( n_i \) and \( \sigma_i^2 \) are the size and the quality of \( S_i \), respectively.

### D. Attraction

The following stage is the centroid attraction, where the centroids of the merged clusters are used as the “attractors” to attract the fingerprints remaining in the database, so that the fingerprints belonging to the same cluster will be absorbed into the corresponding attractor. Specifically, one fingerprint \( F \) belongs to attractor \( A^* \) if

\[
A^* = \arg\max_{A \in A} \rho(A_i, F), \rho(A^*, F) > \tau_p, \tag{14}
\]

where \( A \) is the set of attractors and \( \tau_p \) is calculated from Equation (10). Finally, the attracted fingerprints belonging to the same cluster are merged into the corresponding cluster and the quality of the merged cluster is updated accordingly.

Suppose an attractor \( A_x \) is averaged over \( n_x \) fingerprints with an average quality \( \sigma_x^2 \) of the true SPN in each fingerprint, then
small classes is conferred by the iterative clustering manner 

\[ \sigma_y^2 = \frac{[(n_x - 1)\sigma_x^2 + 1]\sum_{k=1}^{n_y} r_k^2}{n_x n_y \sigma_x^2}. \]  

(15)

The set of fingerprints corresponding to \( A_x \) and the set of \( n_y \) attracted fingerprints can be viewed as two clusters with a quality of \( \sigma_x^2 \) and \( \sigma_y^2 \), respectively. So according to Equation (12), the quality of the attractor \( A_x \) and the number of member fingerprints are updated as

\[
\begin{align*}
\sigma_x^2 & \leftarrow n_x^2 \sigma_x^2 + [(n_x - 1)\sigma_x^2 + 1] \sum_{k=1}^{n_y} r_k^2 \\
n_x & \leftarrow n_x + n_y.
\end{align*}
\]

(E. Post-processing)

Up until now, the clustering process has formed a certain number of clusters, each of which is presented by a centroid, the names of the corresponding images, and the quality of the cluster. Notable clusters with a size no smaller than \( \eta \) are stored as the final clusters. While those clusters with a size less than \( \eta \), as well as the remaining unclustered fingerprints, are placed back to the database for the next round of iteration starting from the coarse clustering stage. Due to the nature of the potential-based eviction in the coarse clustering stage and the score sorting in the fine clustering stage, the classes with a larger size are more likely to form notable clusters, so the majority of the fingerprints can be clustered in the first few iterations. During the coarse clustering stage of the next iteration, we put the unclustered fingerprints from the same batch in the previous iteration into different batches so as to increase the chance of discovering correlated fingerprint pairs. The algorithm terminates when no more notable clusters can be discovered.

IV. DISCUSSION

After presenting the algorithm as above, the reasons why the proposed clustering framework can cope with large-scale camera fingerprint databases become clear. By taking advantage of the dimension reduction technique and the sparseness of the pairwise similarity matrix, the clustering problem of a large database is broken down into the clustering of several smaller databases with the help of the fast, but approximate, graph partition algorithm. The adaptive thresholding significantly reduces the computational complexity and allows the clustering results of the smaller databases to be combined to give the solution to the \( NC \gg SC \) problem. The ability of spotting small classes is conferred by the iterative clustering manner and the adaptive value of coarse cluster number \( n_c = \lceil n^\frac{1}{2} \rceil \). On one hand, the iterative manner (thanks to the potential-based eviction and the score sorting strategy) guarantees that the larger classes will be clustered in the first few iterations and the smaller classes will be more focused on in the ensuing iterations. On the other hand, with the decreasing number of coarse clusters, the probability that more fingerprints from smaller classes fall into the same coarse cluster increases, making them more easily to be discovered in the fine clustering stage.

The time complexity of the proposed framework depends on a complex interplay between the number of fingerprints \( n \), the length of the fingerprints, the class distribution in the dataset, the number of edges \( |E| \), and the parameter settings.

In the coarse clustering stage, it involves \( n q k \) multiplications to calculate the sparse approximate correlation matrix, where \( q \) is the size of one batch and \( k \) is the reduced dimension. The fast graph partitioning algorithm Graclus [21] approximately has a time complexity \( O(q|E|/n) \). In the fine clustering stage, it involves around \( nbd \) multiplications to calculate the accurate correlation matrix, where \( b \) is the average size of the coarse clusters and usually much smaller than \( q \), and \( d \) is the length of the full-length fingerprint. The MCL has a time complexity of \( O(n K^2) \) in the worst case [22], where \( K \) is the maximal number of nonzero entries in one column of the binarized correlation matrix. Finally, the attraction stage involves at most \( n c d \theta \) multiplications, where \( \theta \in (0, 1) \) is a factor accounting for the percentage of the \( c \) classes that have been discovered. Considering the very high dimension of the fingerprints, the time complexity \( O(q|E|/n) \) of Graclus is negligible because even for an extremely tight and dense graph, \( O(q|E|/n) = O(nq) \) is trivial when compared with the time complexity \( O(nqk + nbd) \). So the overall time complexity of the proposed clustering framework is approximately \( O(nqk + nbd + n K^2 + ncd \theta) \) in one iteration. \( q \) and \( b \) can be fixed or made adapted to the RAM size, while \( K \), \( c \) and \( \theta \) depend on the class distribution of the dataset. With regard to the I/O cost of loading fingerprints from disk, it is \( O(2nd+nk) \) in the worst case. At the first glance, it is about two times as high as the minimal I/O cost \( O(nd) \). But given that one fingerprint needs to be loaded more than once to calculate the pairwise correlations for large datasets due to the limited size of RAM, \( O(2nd+nk) \) is still at an acceptable level and a considerable speedup can be expected by using the Solid State Drive (SSD).

V. EXPERIMENTS

A. Experimental setup

The proposed clustering framework was evaluated on the Dresden image database [37, 38]. After the removal of the dark and saturated images, involved in the experiments are 15,840 images taken by 74 cameras, covering 27 models and 14 brands. The number of images taken by each camera varies from 154 to 460. All experiments were conducted on a PC with windows 7 OS, 3.2 GHz Intel Quad Core Processor, 16 GB RAM and 1 TB Hard Disk Drive (HDD). To alleviate the vignetting effects [39] and ensure a consistent size for all fingerprints, camera fingerprints were extracted from the central 1024 × 1024 block of the green channel of the full resolution images (i.e., \( d=1, 408, 576 \)). The method proposed in [1] was used to extract the camera fingerprints, which were further preprocessed by two operations, zero-meaning (ZM) and Wiener filtering (WF) in the DFT domain [2], to suppress the non-unique artifacts. Note that we did not use the spectrum equalization algorithm (SEA) [40], because unlike in
the spectrum of the reference SPN, the peaks in the spectrum of a single fingerprint are not conspicuous.

The proposed framework is designed for clustering large-scale image database, but we are also interested in its performance on small datasets. Therefore, based on the Dresden database, we set up four different small datasets. As we know, images taken by different devices of the same model undergo the same or similar in-camera processing procedures, so it is more challenging to correctly cluster the fingerprints of the devices of the same model. We categorized the clustering difficulties into easy and hard levels. In the easy level, images in different classes are acquired by devices of different models, while in the hard level, some images are taken by devices of the same model. Moreover, it is common in practical applications that the numbers of images captured by different devices vary widely, which results in different class distributions within the dataset. We, therefore, categorized the distributions of images in different classes into symmetric and asymmetric. Finally, we set up the following four datasets for the experiments:

- **D₁**: Easy symmetric dataset. It consists of 1,000 images taken by 25 cameras (each responsible for 40 images). The 25 cameras are of different models and cover nearly all of the popular camera brands, such as Canon, Nikon, Olympus, Pentax, Samsung and Sony.
- **D₂**: Easy asymmetric dataset. 20, 30, 40, 50 and 60 images were alternatively chosen from the images taken by the same 25 cameras as in **D₁**.
- **D₃**: Hard symmetric dataset. It consists of 1,000 images taken by 50 cameras (each responsible for 20 images). The 50 cameras only cover 12 popular models, so some of them are from the same model.
- **D₄**: Hard asymmetric dataset. 10, 15, 20, 25 and 30 images were alternatively chosen from the images taken by the same 50 cameras as in **D₃**.

Notice that the size of each dataset was fixed to 1,000, while the number of classes, as well as the ratio of the number of classes to the average size of classes, was raised in **D₃** and **D₄**. These four datasets will be used for investigating parameters, evaluating the capability of the proposed framework in conquering the *NC ≫ SC* problem, and comparing the performances of different clustering algorithms on small datasets. The results on the entire Dresden database can be found in the last part of Section V.

The quality of clustering is characterized in terms of the F1-measure

$$F = 2 \cdot \frac{P \cdot R}{P + R},$$

where the average precision rate $P$ and the average recall rate $R$ are calculated as

$$P = \frac{\sum_{i} |c_i|}{\sum_{i} c_i},$$

$$R = \frac{\sum_{i} |c_i|}{\sum_{i} |\psi_i|},$$

where $|c_i|$ is the size of cluster $c_i$, $|\psi_i|$ is the size of the most frequent class $\psi_i$ in cluster $c_i$, and $|c_i|$ is the size of the overlap between cluster $c_i$ and class $\psi_i$.

### B. Parameter settings

There are a few parameters that need to be set for our proposed framework. We will investigate the impact of these parameters on performance and discuss how to determine the appropriate parameter settings.

![Fig. 2](image_url) **Fig. 2**: Probability density functions of the embedding error $\epsilon$ in pairwise correlations of $D_1$ (a) and $D_3$ (b).

The first parameter is the dimension $k$ of the subspace of random projection. As remarked in [20], we can apply, with a high level of accuracy, the results of conventional random projection, i.e., the i.i.d. entries of $R$ are drawn from the standard normal distribution $N(0, 1)$, to very sparse random projection. For example, we can determine the minimum $k$ that achieves an embedding error $\epsilon$ in pairwise correlation preservation$^2$ using Theorem 4 in [41]. But this gives a very conservative estimation of the minimum $k$. We drew the distributions of $\epsilon$ for different $k$ using the camera fingerprints in dataset $D_1$ ($n = 1,000$) and $D_3$ ($n = 1,000$), as shown in Fig. 2a and Fig. 2b, respectively. According to Theorem 4 in [41], if we want to preserve 80% of the pairwise correlations with an error less than $\epsilon = 0.005$ for a dataset consisting of $n = 1,000$ points, the required minimum $k$ has to be higher than $2.8 \times 10^6$. But as can be seen in Fig. 2, the same level of accuracy can be achieved using $k = 65,536$, which is used in all of our experiments.

![Fig. 3](image_url) **Fig. 3**: ROC curves obtained by varying a threshold from $-1$ to 1 and comparing it to the pairwise correlations of camera fingerprints in dataset $D_1$ (a) and $D_3$ (b).

The second parameter is the binarization threshold $t_b$. For binarizing the accurate correlation matrix in the fine clustering stage, we set $t_b = 0.005$ to give a theoretical false positive rate $Q(d \ast t_b) \approx 1.5 \times 10^{-7}$, where $Q$ is the complementary

\[\text{Pr}((|u, v) - (Ru, Rv)| \geq \epsilon) \leq n^2 \epsilon^2 (2(\epsilon^2 + \epsilon^4) \epsilon^{-2}).\]
cumulative density function of the standard normal distribution \(\mathcal{N}(0, 1)\). However, the actual false positive rate can be much higher due to the presence of non-unique artifacts. To see this, we obtained the ROC curves by varying a threshold from \(-1\) to 1 and comparing it with the pairwise correlations of camera fingerprints in \(D_1\) and \(D_3\), as shown in Fig. 3a and Fig. 3b, respectively. The false positive rate is approximately \(1 \times 10^{-4}\) for the easy dataset \(D_1\) and can be even higher for the hard dataset \(D_3\). To compensate for the errors introduced by random projection, we increased \(t_b\) to 0.008 for binarizing the entries of the approximate correlation matrix in the coarse clustering stage. As shown in Fig. 3, \(t_b = 0.008\) gives a false positive rate around \(2.5\times10^{-2}\). Note that the much larger false positive rate in the coarse clustering does not necessarily result in a low precision rate of the final clustering result, because the coarse clustering is followed by the accurate fine clustering. To give a practical reference, the curves corresponding to thresholds in \([0.004, 0.006]\) for the original fingerprint and thresholds in \([0.006, 0.01]\) for the dimension-reduced fingerprint are highlighted in yellow.

The third parameter is the scaling factor \(\omega\) of the adaptive threshold \(\tau\) in Equation (10). It actually determines a point that lies between the means of intra-class and inter-class distributions. To see how \(\omega\) affects the clustering results, we conducted experiments on dataset \(D_1\). As shown in Fig. 4a, a high \(\omega\) reduces the false attribution error, and therefore gives rise to the precision rate. But the drawback of a high \(\omega\) is that it produces many small clusters with a size less than \(\eta\), which excludes a large amount of images from the final results. As can be seen in Fig. 4b, the number of clustered images (i.e., the images in clusters with a size larger than \(\eta\)) decreases as \(\omega\) goes up. We found that an \(\omega\) in the range of \([0.3, 0.5]\) strikes a good balance between the performance and the number of clustered images. \(\omega\) is set to 0.45 in our experiments.

Fig. 4: Impact of \(\omega\) on (a) the clustering performance and (b) the number of images included in the final results.

The fourth parameter is the score threshold \(t_s\) in Equation (7). Only the sub-clusters with a score larger than \(t_s\) are collected for further use in the merge and attraction stages. Since the score \(\xi\) is a function of the cluster size, \(t_s\) is therefore closely related with the minimal cluster size \(\eta\). The effect of these two parameters on the performance will be investigated jointly. As could be expected, these two parameters are more sensitive to datasets with small average class size. Therefore, we clustered the challenging dataset \(D_3\) (with a small average class size of 20) using different combinations of \(t_s \in [1, 3]\) and \(\eta \in [2, 10]\). As can be seen in Fig. 5, the larger \(t_s\), the better clustering performance. But the trade-off is that a higher \(t_s\) makes small sub-clusters less likely to be collected for further investigation, which limits the capability of discovering small classes and excludes the majority of the images in the final results, as can be seen in Fig. 5d. \(t_s\) is therefore set to \(\sqrt{2}\) in our experiments to ensure a good capability of discovering small classes. If applicable, \(\eta\) can be set according to the prior information, such as the average class size, of the dataset. Otherwise, it is advised to set it to a value that is large enough for constructing a reliable cluster centroid. We set \(\eta = 5\) in our experiments.

Fig. 5: How the score threshold \(t_s\) and the size \(\eta\) of the minimal cluster affect the clustering results. (a) Precision rates. (b) Recall rates. (c) F1-Measures. (d) Number of clustered images.

C. Experimental investigations

We conducted a series of experiments to investigate: 1) the superiority of the potential-based eviction over the random eviction, 2) the effectiveness of the adaptive threshold \(\tau\), 3) the capability of conquering the \(NC \gg SC\) problem, and 4) the comparison with other clustering algorithms on both small and large-scale datasets.

1) Superiority of the potential-based eviction: To demonstrate the advantages of the potential-based eviction (please refer to Equation (6)), we compared it with the random eviction, which is exactly the same as the potential-based eviction except that all fingerprints in the previous batch, rather than those with lower potentials, will be evicted from the RAM before loading the next batch. Suppose \(n = 5,000\) fingerprints were equally divided into 10 batches (batch size \(q = 500\)), which will be sequentially loaded into the RAM. Two synthetic experiments were conducted: in the first experiment, the class number \(c\) was fixed to 20 to simulate the scenario where the \(NC \gg SC\) problem is absent. 1,000 class distributions were randomly generated under the constraint that the sum of the class sizes equals 5,000. Based on the limited correlation
calculations and I/O operations, a good eviction strategy can well explore the connectivity information of the graph consisting of fingerprints. Therefore, we used $R_d$, defined as the ratio of the number of discovered edges to the total number of edges of the fingerprint graph, to measure the effectiveness of eviction strategies. Since the entropy is a good indicator of the symmetry of one distribution, we used the ratio of the entropy of the class distribution to that of the uniform distribution as the symmetry measurement $M_s$. Specifically,

$$M_s = \frac{-1}{n \log_2 c} \sum_{i=1}^{c} n_i \log_2 \frac{n_i}{n},$$

where $n_i$ is the number of fingerprints in the $i$th class, $n$ is the total number of fingerprints, and $c$ is the number of classes. The higher the $M_s$, the more symmetric the distribution, with 1 indicating the uniform distribution. In the second experiment, the same procedure was repeated with a different $c = 500$ to simulate the scenario where the number of classes is higher than the average class size (i.e., the $NC \gg SC$ problem is present).

Results of the two experiments are shown in Fig. 6a and 6b, respectively. As can be seen, $R_d$ of the random eviction stays around the theoretical value $(3\mu q - 2q^2 - n)/(n^2 - n) \approx 0.28$, while $R_d$ of the potential-based eviction are consistently higher than those of the random eviction. As $M_s$ decreases, the class distribution becomes more unbalanced and the fingerprints from larger classes tend to have higher potentials. As a result, the edges connecting the fingerprints from larger classes are more likely to be discovered. Therefore, the advantage of the potential-based eviction grows as $M_s$ decreases, as more clearly shown in Fig. 6b.

![Fig. 6: Superiority of the potential-based eviction over the random eviction. (a) $c = 20$. (b) $c = 500$.](image)

2) Effectiveness of the adaptive threshold: To investigate the effectiveness of the adaptive threshold $\tau$ in Equation (10), we randomly chose 900 images taken by 3 cameras (each responsible for 300 images), namely one Agfa DC-830i (referred as Cam 1) and two Kodak M1063s (referred as Cam 2 and Cam 3), to simulate the inter-class and intra-class correlation distributions. Three sets of values of $n_x$ and $n_y$, i.e., $(n_x = 1, n_y = 10)$, $(n_x = 10, n_y = 30)$ and $(n_x = 30, n_y = 50)$, were tested. We first excluded the 300 images acquired by Cam 3 to simulate the case that two cameras are of different models. The NCC $\rho$ between two centroids averaged over $n_x$ and $n_y$ camera fingerprints, which were randomly selected from the 300 images of Cam 1 and the other 300 images of Cam 2, respectively, was calculated as one inter-class correlation. To prevent the same fingerprint from contributing to both centroids, the 300 images of Cam 2 were equally divided into two groups. $n_x$ and $n_y$ images were randomly selected from the two groups and the correlation $\rho$ between the corresponding two centroids was calculated as one intra-class correlation. As indicated in Equation (11), $\sigma_x^2$ and $\sigma_y^2$ were estimated from the pairwise correlations of the camera fingerprints that were used to estimate the two centroids, respectively. We repeated the above procedure 2,000 times to generate 2,000 inter-class correlations and 2,000 intra-class correlations, which were used to draw the inter-class distribution and intra-class distribution, respectively. To simulate the case where two cameras are of the same model, we replaced the images of Cam 1 with those of Cam 3 and repeated the above procedure again. Comparison with the other two adaptive thresholds proposed in [35] and [36] were also performed. For the threshold proposed in [35], we set $n = \max(n_x, n_y)$ to make it applicable to more general cases.

As illustrated in the first row of Fig. 7, the inter-class distribution remains unchanged with regard to the increasing $n_x$ and $n_y$, while the intra-class distribution keeps shifting towards the right. The threshold proposed in [35] seems to be working well for large $n$, but closer inspection reveals that it almost stays the same with regard to the increasing $n$. As a consequence, it is either too conservative for large $n$ or overly aggressive for small $n$. Although the threshold proposed in [36] also shifts to the right, its shift is too aggressive, making some of the intra-class correlations misclassified as inter-class correlations. In fact, the unsatisfactory performance of the thresholds in [35] and [36] is to be expected because they only consider the number of fingerprints and ignore the fact that the correlation also heavily depends on the quality of fingerprints. That is the key reason why the threshold $\tau$ in Equation (10) is capable of adaptively finding a suitable breaking point between the inter-class distribution and the intra-class distribution.

![Fig. 7: Comparison of the performance of the adaptive threshold with those of the other two adaptive thresholds.](image)

Similar results can be observed in the second row of Fig. 7, but the inter-class distribution moves to the right as $n_x$ and $n_y$ increase due to the non-unique artifacts shared by devices of the same model. What is worse, in practice it is possible that the fingerprints used to calculate the centroid are not solely from the same class due to the potential errors, which probably lengthens the right tail of the inter-class distribution and the left tail of the intra-class distribution. These two phenomena make the two distributions more likely to overlap and therefore complicate the situation. A threshold indicated in Equation (10) approximately divides the margin evenly between the inter-class distribution and the intra-class distribution, so it can be expected to deliver a good performance in practice.

3) Capability of conquering the $NC \gg SC$ problem: To simulate the $NC \gg SC$ problem, we cropped 50 image blocks sized $1024 \times 1024$ at 50 different locations from each image in $D_1$, $D_2$, $D_3$ and $D_4$. Since the SPN is location-based, such a simple and efficient way of image cropping simulates the process of generating images acquired by different sensors. For example, cropping 50 image blocks at different locations from each of the 40 images taken by one camera results in 2,000 image blocks taken by 50 cameras (each accounting
for 40 image blocks). Notice that the images blocks cropped from the same image undergo the same in-camera processing procedures, which possibly introduces non-unique artifacts and therefore makes the clustering task on the generated datasets even more challenging. The datasets generated from $D_1$, $D_2$, $D_3$ and $D_4$ are referred to as $D'_1$, $D'_2$, $D'_3$ and $D'_4$, respectively, each of which consists of 50,000 image blocks.

Table I: Clustering results on the generated datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$n_g$</th>
<th>$n_d$</th>
<th>Iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D'_1$</td>
<td>1,250</td>
<td>1,145</td>
<td>1 586 445 253 58</td>
</tr>
<tr>
<td>$D'_2$</td>
<td>1,250</td>
<td>1,157</td>
<td>1 601 451 216 67</td>
</tr>
<tr>
<td>$D'_3$</td>
<td>2,500</td>
<td>1,982</td>
<td>1 637 532 606 304 108</td>
</tr>
<tr>
<td>$D'_4$</td>
<td>2,500</td>
<td>1,912</td>
<td>1 638 529 568 279 146</td>
</tr>
</tbody>
</table>

The clustering results are presented in Table I, where $n_g$ is the ground-truth class number, $n_d$ is the number of the discovered unique classes with a size no smaller than $\eta$ in the final clustering results, and the remaining columns show the numbers of the discovered unique classes in each iteration. As can be seen, the clustering is finished in a few iterations and the number of the discovered unique classes decreases significantly after the first few iterations. For the easy datasets $D'_1$ and $D'_2$, about 92%~93% of the classes can be discovered and the clustering can be finished in less iterations. But for the two more challenging datasets $D'_3$ and $D'_4$, only 76%~79% of the classes are discovered mainly due to the small classes in them. Certainly, the number of the discovered unique classes can be increased by specifying a smaller $\eta$, but given the results in the first column of Fig. 7, if the cluster size is small, it is more likely that the two distributions are overlapped, which gives rise to false positives or false negatives even an appropriate threshold is chosen. Therefore, if the discovered clusters are about to be used for further merging or query (e.g., retrieving the similar clusters for the new incoming fingerprints), it is advisable to specify a reasonable high $\eta$ so as to improve the reliability of the system. So it is important to investigate the performance of the proposed framework when $\eta$ is set to a relatively high value.

Further investigations reveal that at least three reasons account for the difficulties of discovering small classes:

(a) Although the images are rotated to ensure the same horizontal orientation, they may still be incorrectly rotated (e.g., supposed to be rotated clockwise but rotated anti-clockwise). As a result, images from the same class are split into two classes, making small classes even more difficult to be identified.

(b) A threshold $t_b$ is specified to binarize the correlations. In order to guarantee the high precision rate of the clusters, $t_b$ should be large enough. But the side effect is that some fingerprints of the same class will be considered as unrelated due to the insufficiently large correlations, which has a more severe impact on small classes due to the limited number of intra-class correlations.

(c) Smaller classes are more sensitive to misclassification. Considering two classes, one consisting of five fingerprints and the other consisting of ten fingerprints, if four fingerprints in both the first class and the second class are wrongly classified, the first class will disappear from the final clustering results, while there is still a chance to form clusters for the second class.
It is the interplay of these reasons that makes discovering small classes in large-scale databases very challenging. Considering the fact that the size of classes in $D'_1$ and $D'_4$ can be as small as 10 or 20, and $n_d$ is set to a relatively high value 5, 76%~79% is a very promising result.

4) Comparison with other clustering algorithms: In this section, we will compare the proposed clustering framework with other camera fingerprints clustering algorithms. Apart from $P$, $R$ and $F$, we will also show the ratio of the number of discovered unique clusters to the ground-truth class number, i.e., $n_d/n_g$. It was observed in our experiments that the algorithm in [12] performs better and slightly faster than that in [11], so we will use [12] to represent the hierarchical clustering based algorithms. For the sake of convenience, we refer to Li’s Markov random field based algorithm [8] as MRF, Liu’s multi-class spectral clustering based algorithm [9] as SC, and Villalba’s hierarchical clustering based algorithm [12] as HC. It is worth mentioning that 1/5 of the entire dataset is used as the membership committee in the first iteration of MRF to reduce the computational cost. For the proposed algorithm, the whole dataset is randomly partitioned into batches of equal size in the coarse clustering stage, so as to give convincing results, we repeated the experiments 10 times and showed the average results for the proposed algorithm.

In the first experiment, four clustering algorithms were tested on the four fixed-size small datasets, namely $D_1$, $D_2$, $D_3$ and $D_4$. Results are shown in Table II, where the highest value in each row is highlighted in bold. As can be seen, SC performs worst among the four algorithms in terms of the F1-measure. The underlying reasons is that SC terminates when the size of the smallest cluster equals 1. Due to the intrinsic characteristics of the fingerprint, if one camera fingerprint is severely contaminated, it can easily be regarded as unrelated to all other fingerprints and result in a singleton cluster. Such premature termination happens more often when the size of class is small. As the consequence, the number of unique clusters $n_d$ discovered by SC is significantly lower than that of the other three algorithms. MRF has the best performance on the easy datasets, but its performance degrades on the hard datasets, where the fingerprints of the cameras of the same model are more ambiguous and misleading for the clustering algorithm. Surprisingly, HC performs worse on the easy datasets than on the hard datasets. We looked into the clusters generated on the two easy datasets and found that there are several large clusters containing the fingerprints from several cameras. So the rather contradictory results are caused by the incorrect agglomeration at an earlier stage, which will mislead and spoil the succeeding agglomerations. For the proposed clustering algorithm, the overall performance is balanced and stable across different datasets. The precision rate of the proposed algorithm keeps staying at 98%~100% at the expense of a slightly lower recall rate, around 61%~73%. This consequently retains the F1-measure of the proposed algorithm at a favorable level. But because of the reasons mentioned in Section V-C3, some classes in $D_3$ and $D_4$ are missing in the final results.

In the second experiment, we aim to compare the time complexities and the clustering qualities of the four algorithms on various-size datasets. To generate datasets of various sizes, we incrementally added 1,000 images captured by 10 cameras (100 images per camera) to an empty dataset until all the 74 cameras in the Dresden database had been covered. The four algorithms were run and evaluated on each of these datasets. For the sake of completeness, we also evaluated the algorithms on the whole Dresden database, i.e., 15,840 images.

The running time (in seconds) is shown in Fig. 8a. Since MRF, SC and HC require the calculation of pairwise correlations before clustering, the time used to load fingerprints from the disk and calculate the pairwise correlations is highlighted in green in the stacked bar. For the proposed clustering framework, the time used to load the projection matrix and calculate random projection is highlighted in pink in the stacked bar. What can be observed in Fig. 8a is that MRF is most time-consuming, followed by HC and SC. One interesting observation comes from MRF, for which the running time significantly increases by almost 100% when the image number slightly increases from 7,000 to 7,400. It was found that the required iteration number for the algorithm to converge becomes much

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>0.9756</td>
<td>0.2367</td>
<td>0.5080</td>
<td><strong>0.9980</strong></td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td>0.8205</td>
<td><strong>0.9833</strong></td>
<td>0.8467</td>
<td>0.7320</td>
<td></td>
</tr>
<tr>
<td>$F$</td>
<td><strong>0.8914</strong></td>
<td>0.3816</td>
<td>0.6350</td>
<td>0.8442</td>
<td></td>
</tr>
<tr>
<td>$n_d/n_g$</td>
<td>25/25</td>
<td>6/25</td>
<td>13/25</td>
<td><strong>25/25</strong></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>0.9533</td>
<td>0.2605</td>
<td>0.5577</td>
<td><strong>0.9879</strong></td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td>0.8500</td>
<td><strong>1.0000</strong></td>
<td>0.8424</td>
<td>0.7382</td>
<td></td>
</tr>
<tr>
<td>$F$</td>
<td><strong>0.8987</strong></td>
<td>0.4134</td>
<td>0.6711</td>
<td>0.8446</td>
<td></td>
</tr>
<tr>
<td>$n_d/n_g$</td>
<td>25/25</td>
<td>5/25</td>
<td>15/25</td>
<td><strong>25/25</strong></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>0.7027</td>
<td>0.0301</td>
<td>0.9478</td>
<td><strong>0.9941</strong></td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td>0.7942</td>
<td><strong>1.0000</strong></td>
<td>0.7236</td>
<td>0.6855</td>
<td></td>
</tr>
<tr>
<td>$F$</td>
<td>0.7456</td>
<td>0.0584</td>
<td><strong>0.8207</strong></td>
<td>0.8111</td>
<td></td>
</tr>
<tr>
<td>$n_d/n_g$</td>
<td>31/50</td>
<td>1/50</td>
<td><strong>46/50</strong></td>
<td>42.2/50</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II: Comparison of 4 different clustering algorithms on 4 different datasets: (a) $D_1$, (b) $D_2$, (c) $D_3$, and (d) $D_4$. 

higher for the slightly larger dataset, so the running time of MRF not only depends on the size but also the characteristics of the dataset, such as the quality of fingerprint and the class distribution. By applying the dimension reduction technique and the divide-and-conquer strategy, the running time of the proposed clustering framework is much lower than those of all the other three algorithms. For example, it only requires about 45 minutes to cluster the whole Dresden database on our ordinary desktop machine.

The precision rates, recall rates, F1-measures, and the ratios \( n_d/n_g \) are illustrated in Fig. 8b, 8c, 8d, and 8e, respectively. Compared with the results given in Table II, the performance of SC becomes better on the datasets containing large classes, because with more fingerprints in each class, it has a lower chance to trigger the premature termination. But compared with the other three algorithms, SC is still the worst algorithm and far from satisfactory. MRF is quite stable in terms of the recall rate, but the precision rate witnesses a remarkable and steady decrease as the image number increases, making it unsuitable for large-scale databases. For HC, both the number of discovered unique clusters and the precision rate stay at a high level, but its low recall rate indicates that it tends to produce small-size clusters. Moreover, the sudden increase of the precision rate of HC also indicates its instability across different datasets. While for the proposed algorithm, as the size of dataset increases, it not only achieves high and stable performance, but also discovers all the classes in the database. The high precision rate and the good capability of discovering classes makes the proposed algorithm attractive in many practical scenarios.

VI. Conclusion

In this work, a novel clustering framework, without a training process, has been developed to address the \( NC \gg SC \) problem commonly encountered when clustering large-scale images based on camera fingerprint. By continually updating the qualities of clusters and applying the adaptive thresholding, the proposed framework works in a divide-and-conquer manner, and thus can be adopted to large-scale camera fingerprint databases. In comparison with the state-of-the-art camera fingerprints clustering algorithms, the proposed algorithm is much faster and delivers good clustering quality, especially for large databases. The high precision rate makes the proposed framework attractive in many practical applications such as information searching and retrieval. However, given the results in Table I and II, some small classes cannot be discovered...
by the proposed algorithm due to the improper binarization and the potential misclassification errors. In fact, because of the nature of the noise-like camera fingerprints, it is hard to solve this issue especially in large-scale databases and further studies are needed to work around it. Another line of our future work will be the parallelization of the proposed framework. Different stages of the proposed framework, such as the calculation of the approximate correlation matrix, the fine clustering of the coarse clusters, and the centroid attraction can be processed in parallel. We believe that our research will serve as the effective tool for clustering large-scale camera fingerprints.

**APPENDIX A**

*Derivation of Correlation Distribution*

To simplify the derivation of the correlation distribution, some assumptions have to be made. Following the assumptions in [42], we assume that each \( d \)-dimensional fingerprint has the same quality and is standardized to have zero mean and unit variance before calculating the correlation. Presumably, each standardized fingerprint can be modeled as the sum of the true SPN \( f_i \) and other interferences \( \alpha_i \):

\[
F[i] = f_i + \alpha_i, \quad i = 1, 2, 3, ..., d, \tag{20}
\]

where \( d \) is the length of the estimated fingerprint, \( f_i \) follows a normal distribution \( N(0, \sigma^2) \) and \( \alpha_i \sim N(0, 1 - \sigma^2) \) is White Gaussian Noise (WGN). For convenience, \( \sigma^2 \) will be referred to as the quality of the true SPN, while \( 1 - \sigma^2 \) will be referred to as the level of the interferences in the standardized fingerprint. We further assume that the fingerprints of two different cameras are independent. The normalized cross correlation (NCC) \( \rho \) between two fingerprints or centroids, \( X \) and \( Y \), is given in Equation (3), where \( \hat{X}[i] = x_i + \alpha_i \), \( \hat{Y}[i] = y_i + \beta_i \), \( x_i \sim N(0, \sigma^2_x) \), \( \alpha_i \sim N(0, 1 - \sigma^2_x) \), \( y_i \sim N(0, \sigma^2_y) \), and \( \beta_i \sim N(0, 1 - \sigma^2_y) \). Therefore, we can rewrite Equation (3) as

\[
\rho(X, Y) = \frac{1}{d} \sum_{i=1}^{d} x_i y_i + \alpha_i y_i + \beta_i x_i + \alpha_i \beta_i. \tag{21}
\]

When it comes to the situation of determining whether to merge two clusters, we will consider the two centroids averaged over the \( n_x \) fingerprints in one cluster and the \( n_y \) fingerprints in the other cluster, respectively. Next, we will derive the distribution of inter-class correlation and intra-class correlation in different scenarios.

**A. Scenario 1:** \( n_x = n_y = 1, \sigma^2_x \neq \sigma^2_y \)

In this scenario, we assume the qualities of the true SPN in \( X \) and \( Y \) are different. Notice that it does not conflict with the assumption that the true SPNs of the same class are of the same quality. Because even the qualities of the true SPN in all individual fingerprints are the same, when different numbers of fingerprints are averaged to estimate the centroids, the qualities of the true SPN in the resultant centroids may vary significantly. In this scenario, although \( X \) and \( Y \) are referred to as two fingerprints with different qualities, they can actually be viewed as two centroids averaged over two clusters with different numbers of fingerprints. Under this circumstance, we assume \( x_i \sim N(0, \sigma^2_x) \), \( \alpha_i \sim N(0, 1 - \sigma^2_x) \), \( y_i \sim N(0, \sigma^2_y) \) and \( \beta_i \sim N(0, 1 - \sigma^2_y) \). For two fingerprints of different cameras, using the Central Limit Theorem (CLT), \( \rho(X, Y) \) approaches to a normal distribution \( N(0, 1/d) \) when \( d \to \infty \). But if \( X \) and \( Y \) are of the same camera, we have \( y_i = \sqrt{\lambda} x_i \). Therefore, Equation (21) can be rewritten as

\[
\rho(X, Y) = \frac{1}{d} \sum_{i=1}^{d} (\sqrt{\lambda} x_i + \beta_i x_i + \alpha_i \beta_i). \tag{22}
\]

It is known that \( x_i \sim N(0, \sigma^2) \), therefore \( x_i^2/\sigma^2 \) follows the Chi-squared distribution with 1 degree of freedom \( \chi^2(1) \). We can easily obtain the mean and variance for \( x_i^2 \): \( E[x_i^2] = \sigma^2 \), \( Var[x_i^2] = 2\sigma^4 \). Based on the assumption that \( x_i, \alpha_i, \) and \( \beta_i \) are mutually independent, we can easily derive the mean and variance of the \( i \)th element as

\[
\begin{align*}
&\left\{ E[\sqrt{\lambda} x_i + \beta_i x_i + \alpha_i \beta_i] = \sqrt{\lambda} \sigma^2 \\
&Var[\sqrt{\lambda} x_i + \beta_i x_i + \alpha_i \beta_i] = 1 + \lambda \sigma^4.
\end{align*}
\tag{23}
\]

According to CLT, when \( d \to \infty \),

\[
\rho(X, Y) \overset{d}{\to} N(\mu_1, \Sigma_1),
\tag{24}
\]

where

\[
\begin{align*}
&\mu_1 = \sqrt{\lambda} \sigma^2 \\
&\Sigma_1 = (1 + \lambda \sigma^4)/d.
\end{align*}
\tag{25}
\]

**B. Scenario 2:** \( n_x > 1, n_y > 1, \sigma^2_x \neq \sigma^2_y \)

Suppose \( X \) and \( Y \) are two centroids generated by averaging \( n_x \) fingerprints and \( n_y \) fingerprints, respectively. In this more complicated and general scenario, if we can figure out the qualities of the true SPN in \( X \) and \( Y \), then we can use the conclusion of Scenario 1 to determine the distribution of the correlation between \( X \) and \( Y \). For the centroids from two different classes, we still have the same conclusion \( \rho(X, Y) \overset{d}{\to} N(0, 1/d) \). For two centroids from the same class, we assume that the qualities of the true SPN in all individual fingerprints in the same cluster are the same, \( \sigma^2 \). If \( n \) such fingerprints are averaged before standardization, the quality of the true SPN, \( \sigma^2 \), remains unchanged, but the level of interferences declines to \( (1 - \sigma^2)/n \). So after standardization, the quality of the true SPN in the centroid becomes

\[
\frac{\sigma^2}{\sigma^2 + (1 - \sigma^2)/n} = \frac{n \sigma^2}{(n - 1) \sigma^2 + 1}. \tag{26}
\]

Replacing \( n \) in Equation (26) with \( n_x \) and \( n_y \), \( \sigma^2 \) with \( \sigma^2_x \) and \( \sigma^2_y \) yields the distributions for the \( i \)th element of the two centroids:

\[
\begin{align*}
&x_i \sim N(0, n_x \sigma^2_x/((n_x - 1) \sigma^2_x + 1)) \\
&\alpha_i \sim N(0, (1 - \sigma^2_x)/((n_x - 1) \sigma^2_x + 1))
\end{align*}
\tag{27}
\]

and

\[
\begin{align*}
&y_i \sim N(0, n_y \sigma^2_y/((n_y - 1) \sigma^2_y + 1)) \\
&\beta_i \sim N(0, (1 - \sigma^2_y)/((n_y - 1) \sigma^2_y + 1))
\end{align*}
\tag{28}
\]
Following the conclusion of Scenario 1, when \( d \to \infty \), the distribution of \( \rho \) between two centroids of the same class approaches to a normal distribution

\[
\rho(X, Y) \xrightarrow{d} \mathcal{N}(\mu_2, \Sigma_2),
\]

where

\[
\begin{align*}
\mu_2 &= \sqrt{\frac{n_x n_y \sigma^2_{x} + \sigma^2_{y}}{(n_x - 1) \sigma^2_x + 1}} \\
\Sigma_2 &= \frac{n_x n_y \sigma^2_{x} + \sigma^2_{y} + (n_x - 1) \sigma^2_x + 1}{(n_x - 1) \sigma^2_x + 1}.
\end{align*}
\]

By setting \( n_x = n_y = 1 \), Equation (30) becomes Equation (25). But in practice, \( \lambda \) varies from different fingerprints, making the intra-class correlation distribution a Gaussian mixture distribution rather than a unimodal Gaussian distribution. The mean indicated in Equation (30) indicates where most of the correlations are scattered around.
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