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Abstract. The paper draws on a number of Grid projects, particularly on the 
experience of NeuroGrid,, a UK project in the Neurosciences tasked with 
developing a Grid-based collaborative research environment to support the 
sharing of digital images and patient data across multiple distributed sites. It 
outlines recurrent socio-technical issues, highlighting the challenges of scaling up 
technological networks in advance of the regulatory networks which normally 
regulate their use in practice. 

Keywords. E-Health, medical imaging, neuroscience, problem scenarios in 
distributed data-sharing, socio-technical system design 

1. Introduction 

There is an increasing drive within the UK to integrate healthcare data and services. 
The vision of ‘joined-up’ healthcare envisages services being delivered to patients 
through flexible – and perhaps virtual – organisational structures formed around 
networks of healthcare professionals working within, and across, multiple service units 
and administrative domains. Similarly, translational medical research focuses on 
reducing the turn-around time in the cycle that leads from identification of possible 
causes of illness (for example, particular genetic and/or environmental factors) to the 
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investigation of disease mechanisms and the development of treatments, through to 
clinical trials and practice [1]. The realisation of this agenda is constrained by a range 
of recurrent issues and problem scenarios that have been given priority as one of the e-
Science Grand Challenges. We discuss some of these issues in relation to the 
development of two Grid projects using distributed digital imaging and patient data 
across distributed sites. 

1.1. Health Services 

 Healthcare services and research infrastructure in the UK and Europe are in a 
process of transition. The vision of translational and evidence-based medicine depends 
on a seamless infrastructure from lab-based research results to clinical applications. 
The reality however, is a patchwork of disjoint technical, professional and 
administrative architectures, a diversity of criteria and clinical protocols for data 
acquisition, a range of coding standards and differing guidelines for clinical practice 
and trial management. Furthermore, e-Health initiatives to streamline services, such as 
electronic patient records, are already generating debate over issues associated with the 
cost, benefits, quality and dependability of these services, the potential implications for 
patient confidentiality, and the potential risks in clinical applications. The collective 
consequence of these factors is that even modest levels of system and information 
integration have proved difficult to achieve in practice in healthcare [2], [3]. 

2. NeuroGrid 

NeuroGrid2 is a three-year, £2.1M project funded through the UK Medical Research 
Council to develop a Grid-based collaborative research environment for imaging in 
large scale studies for neuropsychiatric disorders in the UK. It will be developed 
around three component clinical exemplars in stroke, dementia and psychosis, and 
complex services for quantitative and qualitative image analysis. This project, which 
started in March 2005, has a project team distributed across 11 sites in the UK, 
bringing together the work of clinicians, clinical researchers and e-scientists at Oxford, 
Edinburgh, Nottingham and London, using a Grid-based architecture to address the 
different needs of each node. 

2.1. Objectives 

The project aims to enable rapid, reliable and secure data sharing through interoperable 
databases, with access control management and authentication mechanisms. It will also 
provide a toolset to facilitate image registration and analysis, normalization, 
anonymisation, real-time acquisition and error trapping, to improve reliable diagnosis, 
to compensate for scanner differences and to allow quality and consistency checks 
before the patient leaves the imaging suite.  

The exemplar teams will use the infrastructure to address issues specific to their 
own domain of interest, as well as generic issues in the design of distributed Grid-based 
systems, and the aggregation and use of data in multi-site clinical trials.  
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The requirements of the three clinical exemplars groups (stroke, psychosis and 
dementia) use the potential of the Grid in very different ways – from the creation of 
enhanced datasets for rare conditions, to the use of Grid-enabled tools for image 
acquisition, archiving and analysis, and to the analysis of variance in technical and 
human processes associated with data collection, curation, processing and uploading. 
This provides a range of opportunities for evaluating the potential of Grid-based 
applications in the neurosciences, as well as more generally in e-Health and eScience 
[4]. Many of the issues addressed in the paper have been mirrored in other UK 
HealthGrid projects, most notably eDiaMoND3 [5, 6, 7, 8] which was a flagship pilot 
UK e-Science project on medical imaging in the context of breast screening, funded 
through EPSRC/DTI and IBM SUR grants to build a grid-enabled, federated database 
of annotated, digitised mammograms and patient information intended to aid research, 
into and detection and treatment of breast cancer. 

3. Recurring Scenarios 

We will discuss a range of issues which appear to be significant hurdles in the vision of 
e-Health, including translational research and large-scale clinical trials, using a number 
of prototype grid-enabled applications to exemplify recurrent problem scenarios. Many 
of the issues are arguably evident in other distributed networked systems in e-Business 
and e-Learning, for example, where scaling up of technical architectures has not been 
matched by a corresponding alignment of the local coordination and governance 
structures in heterogeneous and distributed local communities. Although we will draw 
on other projects, the focus is on those issues which have been most prominent in 
NeuroGrid in the first year: 

 
• Aggregating data collected in different ways, for different purposes, from very 

diverse and distributed contexts 
• Representing this data in ways which are meaningful and useful to 

communities with very different aims and frames of reference 
• Managing clinical trials and associated ethical permissions and protocols 

across multiple communities, and for multiple purposes 
• Aligning local aims and requirements with collective ones 
• Aligning technical and human networks to advantage 
• Integrating the technical work of system building, with the socio-political 

work of generating collective structures and agreements for the governance of 
the new risks and opportunities generated 

4. Issues in Grid-based Medical Imaging 

Radiological imaging in large–scale clinical trials promises substantial benefits in the 
diagnosis and assessment of specific treatment effects on pathological processes. The 
Grid offers a mechanism for further extending the size of datasets available for 
analysis, and for enhancing the speed and quality of analysis that can be performed on 
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them. Researchers use innovative imaging techniques to detect features that can refine 
a diagnosis, classify cases, track normal or often subtle patho-physiological changes 
over time and improve understanding of the structural correlates of clinical features. 
Some of the variance is attributable to a complex variety of procedures involved in 
image acquisition, transfer and storage, and it is crucial, but difficult, for true disease-
related effects to be separated from those which are artifacts of the process. There are 
two basic approaches to the extraction of detailed information from imaging data 
invoking different sets of challenges:  

 
• Automated and computationally intensive image analysis algorithms for 

quantification and localization of signal differences have particular value in 
longitudinal imaging studies of change over time. This is particularly useful in 
identifying changes associated with the onset of psychosis, dementia or 
Alzheimer’s disease, but particularly challenging in the harmonization of 
technical processing – as in the use of different scanners for example. 

• Assessment by healthcare professionals, as in large randomised controlled 
trials or observational studies, uses imaging to distinguish between different 
underlying causes (e.g., stroke or psychosis can both be associated with 
similar behavioural presentation), to assess severity, progression or response 
to treatment, and may require collection, storage and dissemination of data 
from hundreds of centres. A particular challenge here is the intra and inter-site 
variance across raters. 

 
Imaging research is traditionally often carried out in small studies in single research 
centres, where much of the knowledge about provenance, reliability and use is 
grounded in shared local knowledge, aims and contexts. Researchers and clinicians 
share an intimate understanding of the potential risks of combining local datasets for 
clinical purposes, based on a knowledge of the protocols and processes that could have 
contributed to the outcomes – which scanner, which control group, which protocol, etc, 
Scaling up technical systems has, in practice, been easier that scaling up the socio-
technical and socio-political processes governing the collection, analysis, 
representation and use of data outwith it’s context of origin[9]. 

As with the introduction of networked technology in education, new possibilities 
and new responsibilities associated with governance and use in practice have led to 
reconsideration of the nature of the processes and purposes of e-Health and e-Science 
systems, and the roles and responsibilities of the stake-holding entities within this [10]. 
The realization of a sustainable and reliable system will depend on bridging the gap 
between the vision of seamless integration and the more disjoint reality on the ground 
highlighted in the recent Healthgrid White Paper [11]. 

5. Data Quality Issues 

The large scale aggregation of diverse datasets offers both potential benefits and risks, 
particularly if the outputs are to be used with patients in a clinical context. Thus 
aggregating data is a key issue for e-Health, yet data is not independent of context in 
which it is generated. Within small communities of practice a degree of shared and 
updated knowledge and experience allows judicious use of resources whose 
provenance is known and whose weaknesses are often already transparent. The same is 



 

not true of aggregated data from multiple sources, where the process of deriving and 
coding may vary in both explicit and less obvious ways, even within communities of 
practice. 

One approach is to make early use of prototypes to provide a ‘sandpit’ for 
promoting both technical and inter-community dialogue and engagement, and start the 
process of identifying, sharing and updating knowledge of emerging issues. The 
approach in Neuro Grid has been to focus early on trials with known datasets to 
generate an awareness of the types of variance that can arise and ways in which it 
might be minimized, harmonized, or made transparent to users given the ethical 
implications of use in the clinical domain. This will include technical differences 
between scanners, differences in use of protocols or in data input, differences in rating 
of images where these are not automated and differences in the administration of 
psychiatric tests such as the PANNS4 test.  

5.1. Data Collection: the Dementia and Stroke Exemplars 

Multi-site clinical trials add additional complexity with the need to coordinate such 
issues as naming conventions for files, patient clinical trial ID management and 
acquisition parameters. The NeuroGrid dementia exemplar group involves researchers 
from the Institute of Neurology in London, and from University College London, who 
aim to use the Grid infrastructure to collect a new dataset and to develop methods of 
measuring image quality whilst the patient is still in the scanner, such that adjustments 
can be made in real time while the patient is still available, thus cutting the cost of and 
delay in re-scanning and optimizing the reliability of the dataset. Data being collected 
includes baseline demographic data (age, gender, but not any identifiable data), digital 
scans for each of the time-steps and outcome information about these cases, associated 
with each timestep. Data curation involves documenting the acquisition, processing, 
archiving, retrieval, aggregation and use of this medical data.  

Working across sites and databases has highlighted how differences and 
mismatches occur, for example, in matching patient data to images or in labeling 
sequences of scans, and in some cases where staff fill in forms incorrectly. While there 
are regulatory requirements for good clinical practice and elaborations on these,5 the 
ways in which a particular trial can tackle these problems remains to be worked out, 
and there is considerable uncertainty as to how regulatory requirements can be 
effective when translated into practice. Aggregating multiple datasets, in the e-Health 
context thus has implications for both accuracy and clinical diagnosis and treatment. In 
practice, a number of small scale responses are beginning to emerge in different nodes  

 
• One group has adopted the use of tablet PCs for clinical staff to input data, 

using a wireless link to the relevant database, so that mismatches these can be 
rectified at the point of input, using the functionality of Microsoft Infopath to 
highlight mismatches when cross referenced to the database. 

• The Stroke exemplar group in Edinburgh and Nottingham are developing 
error-management software that uses multiple measures of triangulating in on 
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patient data to query mismatches between images and patient records from the 
multiple acquisition sites. 

• The Psychosis exemplar group have generated harmonisation software for 
differences between scanners and Grid-enabling these algorithms will allow 
sharing of this across sites. Studies will also be done on the interpretation and 
use of clinical tests to identify a measure of the variance that can be expected 
as a result of differences with and between clinicians in the diagnosis of 
psychosis. 
 

Part of the benefit of an early prototype is the opportunity to run trials to identify 
the parameters of variation across sites under different constraints and conditions, and 
use test data sets to evaluate the quality, validity and reliability of aggregated datasets. 
The ability to distinguish clinically significant differences in images from those that are 
artefactual is critical for the success of NeuroGrid, and early testing of the prototype 
will allow early engagement with this issue. The psychosis exemplar group in 
Edinburgh and Oxford will be testing software for harmonization across scanners at 
different sites. The dementia exemplar group will be evaluating the quality and speed 
of processing using a Grid-enabled toolkit, and the stroke exemplar group in Edinburgh 
and Nottingham, will utilise existing datasets to test Grid-enabled software for use with 
images from CT and MR scans, as well as gathering measures of variance in the rating 
of CT Scans within and between sites.  

As problems have arisen, it has become increasingly clear that many are common 
to other e-Health and e-Science projects, and a range of emerging solutions and 
practical workarounds is being shared through an informal brokerage between active 
players within the Grid community. 

5.2. Variance across nodes 

As indicated earlier, ‘joined up’ systems face a range of known and unknown or 
unanticipated sources of variance in technical equipment, data acquisition, processing 
and curation, and also in human rating of images and of patient symptoms. Within 
NeuroGrid, the psychosis exemplar provided numerous opportunities to observe what 
Duguid and Brown [12] have called the ‘social life of information’ but has also 
provided interesting insights into the ways in which the technical and the human 
contribution of variance in data often becomes evident only in discussion with known 
datasets in real trials; 

5.3. The role of informal dialogue 

The use of ethnographic studies of clinical research practice has been a key part of our 
approach to understanding NeuroGrid requirements. Our findings suggest that 
awareness of data quality issues often only comes as a result of real community 
interaction within a co-located community [13]. This is hard to emulate in transient 
virtual organizations of the kind envisaged in eHealth and eScience, yet incidental 
observations suggest that many key observations on data quality were dependent on 
informed exchanges, from different experts, where knowledge from different domains 
came into play in relation to a specific problem.  

Informal conversations between researchers in one example generated an 
awareness that the same protocol on the same image set had resulted in different 



 

outcomes. Further discussions narrowed this down to differences in interpretation of a 
protocol, where tracing inside, or outside of a line resulted in volume differences. 
Discussion of a known dataset, in a known context, appears to help foreground 
anomalies, and improve data quality in ways that are hard to scale up. It also became 
evident from similar face-to-face discussions, again focusing multiple specialists on a 
shared problem, that aggregating data from sites with different demographic profiles 
was another source of variance, since brain shape is known to vary across ethnic 
groups, adding another dimension of variation within aggregated scan sets. 

5.4. Involving stake-holding users 

There is a push to improve data quality throughout the UK National Health Service 
(NHS) and, specifically, to improve the quality of data for auditing. Auditors routinely 
access various source of data, then combine and triangulate them to improve the quality 
of data that they extract. Similarly, researchers make use of data extraction forms 
designed specifically to capture the data needed for epidemiological studies and 
research nurses exercise considerable skill in ensuring that the data they gather is fit for 
the intended purposes. On the scale of aggregation entailed in Grid-based systems, 
there is arguably a need for a wider awareness of the issues in aggregating from 
multiple sources and an emphasis on strategies that can be adopted at different stages in 
acquisition, mining and use, so as to safeguard quality and reliability for use in clinical 
contexts by frontline staff. One interesting development in this regard is the potential 
for more active engagement of patients themselves as stakeholders in the use and 
updating of their medical records [14]. The leverage of end-user communities as 
stakeholders in maintaining the accuracy or currency of the process is one which is 
associated with real benefits and cost savings in e-Business [15] and may have some 
application in the context of medical informatics. In terms of system design, the work 
of Reddy et al [2], and Dourish and Bellotti [16] suggest that clinical staff using e-
Health systems can make sense of, and coordinate work better if the system affords 
some degree of transparency about the activities of other users, and provides a context 
for coordinating information and planning across a distributed group. 

5.5. Making sense of distributed data  

The potential volume of data that can be aggregated via HealthGrids not only has 
implications for curation and quality but also for its interpretation by both humans and 
machines. Nonaka [17] highlights the importance of early articulation of shared frames 
of reference and situated contexts for envisaging and structuring the process 
collectively, by providing real or virtual opportunities for dialogue and exchange. In 
the more distributed context of the Grid, linking social and technical networks on an 
exceptionally large scale, there is increasing interest in the use of metadata and 
ontologies to formalise some elements of these shared frames of reference in human 
and machine readable form [18, 19]. Part of the motivation for this is that it affords 
automation of resource discovery and analysis, but the question remains as to whether 
formal descriptions can be sufficiently rich and expressive to model relationships 
between data providers and users. In this there is a trade-off between the benefits of 
share-ability and knowledge discovery across multiple datasets on the one hand, and 
the setting in stone of concepts and relationships which are constantly evolving. Our 
ability to anticipate the sorts of uses which might be made of data in the future, or other 



 

ontologies with which they may be related, is time de-limited. As in many other 
contexts, there is a trade-off between speed, accuracy, validity and usability for 
particular purposes. As with the aggregation of multiple data sets discussed earlier, 
there are also aggregations of artefactual differences whose implications may be 
invisible to the user, but represent a potential risk in clinical use. 

As diverse medical datasets come online in related domains and at different scales, 
the alignment of ontologies becomes a challenge. In the context of neuroscience, for 
example, there are datasets at different levels of granularity as well as in different 
modalities. The work of Sporns [20] highlights the extent to which imaging can be 
done at very different levels of granularity, and that the value of much of the research 
now ongoing will be in the integration of cross referenced data that can elucidate the 
structure and dynamics of the brain at very different levels of granularity, such as: 

 
• MR images of structural changes in the brain using CT, PET or SPECT scans 
• diffusion tensor imaging studies on the micro-structural development of white 

matter in the brain underpinning activation patterns detected in MR imaging 
• genetic datasets associated with susceptibility to these disorders 
 

The Human Brain project [21] addressed this issue early on in the context of 
collaboration with multiple groups, generating a reference ontology based on a 
Foundational Model of Anatomy (FMA) which allows diverse datasets, at different 
levels of granularity, to be aligned in a meaningful context for different purposes. 

5.6. Aligning Competing Requirements 

Many of the most intractable issues in integrated systems reflect the locally grounded 
nature of coordination and governance structures. Ethics and Security requirements 
were among the most recurrent issues encountered in NeuroGrid and eDiaMoND, and 
are one of a wide range of areas where there has been a tension between the 
requirements of distributed local groups. 

5.6.1. Security vs access requirements 

Common to all NeuroGrid exemplars is the need to determine secure and effective 
ways to aggregate and manage clinical trials data. The data takes the form of medical 
images and coded or descriptive information from patients who have consented to take 
part in trials and whose records contain material that is often highly sensitive in nature. 
The retrieval and access of this data requires new architectures to support the secure 
sharing of the data, both records and medical images. In the case of NeuroGrid, this 
also includes issues of anonymisation of faces in brain scans, given the potential in 
some formats, for reconstruction of facial volumes.  

Within NeuroGrid, the exemplar groups need to run algorithms on other datasets 
that they do not own, and retrieve the results of this analysis; however, they do not 
receive the original data. In the case of scans of patients at risk of early-onset 
psychosis, direct access to the images is regarded as too sensitive and the solution 
agreed is to provide parametric statistical mappings of the original image data on which 
algorithms could be run, rather than the original. This adds some complexity to the 
workflows and the design as a whole, but aligns the competing requirements of the 
different stake-holding groups in a way which could be replicated to resolve this issue 



 

elsewhere. Given the long term aims of translational medicine as a sustainable 
enterprise and the participation of commercial partners in clinical trials, both the 
architecture and the perception of security in Grid systems remains a critical issue [22]. 

5.6.2. Ethical Requirements  

Issues such as ethical consent, IPR, and the development and implementation of shared 
protocols and administrative processes, challenge the local structures and in situ 
realization of coordination in distributed communities. Scaling up these less tangible 
architectures is a design issue of a more socio-political nature which has implications 
for how and if the e-Science vision can be implemented. While distributed, networked 
projects increasingly acknowledge the impact of human factors, the extent to which 
they can impede project realisation and the extent to which project work revolves 
around them is often under-estimated at the outset. By way of example, a recurrent 
barrier to the vision of e-Health is the difficulty of achieving agreement on ethical 
consent for use and/or re-use of patient data: neither NeuroGrid nor eDiaMoND are 
exceptions to this. 

The eDiaMoND project was required to demonstrate the use of a grid-enabled 
digital mammography system. To prove the concept, it was necessary to consider the 
use of real data in real breast screening units, hospitals and research environments. This 
entailed managing an intricate arrangement of policies governing the use of patient data 
(e.g., research ethics review). In addition to delays, constraints and complications, data 
generated from research and re-used for subsequent clinical work does not have clear 
ownership. In addition, there are often constraints on linkage between research and 
clinical infrastructures including links between healthcare service and university 
networks [7]. 

The vision of translational research is to quicken the process between bench 
science and the delivery of healthcare to patients. In practice, however, transient virtual 
collaborations of the kind envisaged in e-Science lack either the formal infrastructure 
of contractual agreements evident in business supply chains, or the established norms 
and agreements that are generated in well established communities of practice. It may 
be that technical infrastructures scale up more easily than the socio-political and 
administrative infrastructures of the communities in which they must be embedded and 
used.  

5.6.3. Aligning technical vs user criteria and requirements 

Aligning requirements between distributed exemplar groups within a Grid project is 
one challenge, however, it is also the case that the stakeholders have competing aims 
and criteria. As the scale and scope of systems in the extended enterprise has grown, 
the difficulties of aligning aims and understanding across interdependent communities 
have become more critical, the interdependence of social and technical knowledge has 
become more apparent, and the tension between local and global requirements has 
become more problematic.  

A recent overview of system design in business contexts [6] suggests that 
technologists’ criteria for success are early closure on requirements, and adherence to 
time and cost constraints, with a robust design, while business managers criteria were, 
conversely, in favour of an evolving process that met a range of changing needs in a 
flexible way, and were not concerned about the cost, timescale or the design issues 
from a technological point of view. It is easy to see in this context how outcomes 



 

satisfactory to one team might not meet the criteria of other stake-holding groups. This 
pattern was also evident in the eDiaMoND project, where the very different criteria, 
and aims of the technical and user communities significantly shaped the way this 
played out. The approach of the NeuroGrid team is to foster, where possible, a 
collaborative and participatory approach to design [23, 24] based on evolution from a 
very early prototype, around which system design could evolve in stages, from the 
basic need to share images which is core to all the exemplar groups. 

6. Conclusions 

We have discussed a range of scenarios that can be found across the HealthGrid 
community, ranging from the issue of aggregating heterogeneous, distributed datasets 
to the issues of scaling up local processes, protocols and coordination and consent 
structures. The most intractable of these have their roots in the coupled, socio-technical 
nature of infrastructural systems, and the difficulties inherent in scaling up information 
and communication networks in the absence of a corresponding architecture for 
coordination at a social, organisational, professional and political level.  

6.1. Working up socio-technical arrangements 

The concept of the collaboratory is central to the e-Science vision, yet there has been 
limited concern with the generation of the community and coordination infrastructures 
which will coordinate and sustain it. The experience of virtual business organisations in 
the context of the business supply chain suggest that the explicit management of the 
socio-technical whole is central to the success (or the failure) of collaboration. The e-
Health vision – particularly in relation to translational medicine – embodies much of 
the supply chain concept and appears to be facing some of the same socio-technical 
challenges [8] [1]. NeuroGrid, like eDiaMoND, brings together disparate groups of 
clinicians, technologists and researchers with no prior working experience of large 
scale collaborative research or with the other project members. The technical work of 
system building is paralleled by the need to facilitate the generation of new structures 
and agreements for the governance of the new risks and opportunities generated when 
data is aggregated in this way. 

The creation of real and virtual ‘shared spaces’ [17] on NeuroGrid included an 
early prototype as a ‘sandpit’ for engagement in areas of shared professional concern, 
as means of supporting this new hybrid community develop its own rules of 
engagement, and start making collective sense of local knowledge and requirements in 
relation to common project goals. Common challenges are coming into focus across the 
exemplar groups, and further collaboration will be encouraged through the use of 
workshops and special interest activity to resolve common issues in areas such as data 
quality, security, data ownership, confidentiality, IPR, ethics, and the management of 
clinical trials.  

6.2. Dealing with Data Quality 

In organic communities, the process of structuring collaboration, coordination and 
control structures happens as a matter of course, played out in shared contexts where 



 

aims, terms and frames of reference are already well established. NeuroGrid is 
employing a simple early prototype to generate engagement and dialogue between 
partners, to enable earlier discussion of requirements for more complex services, 
compute capability and workflows, as well as data quality and configurational issues.In 
addition to ameliorating the recurring issue of requirements ‘creep’ late in the design 
process, it allows the disparate groups to discuss issues  and possible actions in relation 
to  a shared context. 

Given that, in reality, many Grid-based collaborations are transient, and often led 
by funding considerations rather than a clear consonance of aims across participating 
groups, system design and management will increasingly rely on the creation of 
coordinating infrastructures – social, legal, ethical and professional. The recurring 
nature of problem scenarios in HealthGrid projects suggests that community building 
strategies such as early prototyping will be increasingly central to the realisation of the 
e-Health vision, and that further research is needed to both (a) identify the ways in 
which some of this may be integrated into the process of co-designing such systems, 
and (b) share strategies for designing technical information and communication 
systems more effectively around human ones [25]. 

Virtual organizations (VOs) such as these require a strategy for the negotiation of 
shared terms, processes, costs, risks and benefits, as well as the definition of those 
which are to remain local and the nature of the alignment between the two [26]. 
Collaboration across communities of interest depends heavily on finding practical ways 
of ensuring early engagement and dialogue, in areas of shared concern, so that the 
negotiation of diverse aims and requirements can inform the design process as early as 
possible [27].  
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