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Pigment-protein complexes (PPCs) play a central role in facilitating excitation energy transfer (EET) from light-harvesting antenna complexes to reaction centres in photosynthetic systems; understanding molecular organisation in these biological networks is key to developing better artificial light-harvesting systems. In this article, we combine quantum-mechanical simulations and a network-based picture of transport to investigate how chromophore organization and protein environment in PPCs impacts on EET efficiency and robustness. In a prototypical PPC model, the Fenna-Matthews-Olson (FMO) complex, we consider the impact on EET efficiency of both disrupting the chromophore network and changing the influence of (local and global) environmental dephasing. Surprisingly, we find a large degree of resilience to changes in both chromophore network and protein environmental dephasing, the extent of which is greater than previously observed; for example, FMO maintains EET when 50% of the constituent chromophores are removed, or when environmental dephasing fluctuations vary over two orders-of-magnitude relative to the in vivo system. We also highlight the fact that the influence of local dephasing can be strongly dependent on the characteristics of the EET network and the initial excitation; for example, initial excitations resulting in rapid coherent decay are generally insensitive to the environment, whereas the incoherent population decay observed following excitation at weakly coupled chromophores demonstrates a more pronounced dependence on dephasing rate as a result of the greater possibility of local exciton trapping. Finally, we show that the FMO electronic Hamiltonian is not particularly optimised for EET; instead, it is just one of many possible chromophore organisations which demonstrate a good level of EET transport efficiency following excitation at different chromophores. Overall, these robustness and efficiency characteristics are attributed to the highly connected nature of the chromophore network and the presence of multiple EET pathways, features which might easily be built into artificial photosynthetic systems. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4930110]

I. INTRODUCTION

Photosynthesis underpins life on Earth, converting sunlight into the stored chemical energy which ultimately drives almost all biological processes. All photosynthetic systems operate by first absorbing sunlight in order to generate excited electronic states, and subsequently shuttling this excitation energy to a reaction centre (RC) where it can be used to drive the charge separation reactions which form the first steps in chemical energy storage.1-3 To facilitate excitation energy transfer (EET) from the light-harvesting antenna complex to the RC, photosynthetic systems employ pigment-protein complexes (PPCs) which have evolved to provide high efficiency of light-to-charge conversion whilst allowing EET to proceed rapidly enough to avoid competitive excited-state quenching pathways.1

Much of the contemporary experimental and theoretical interest in photosynthetic PPCs has focussed on the role of quantum coherence in the mechanism and efficiency of EET.1,3-12 Time-resolved non-linear spectroscopic studies suggest the existence of long-lived quantum “beats” in the population dynamics of PPCs demonstrating that quantum-mechanical effects may play a role in EET,1,7,9,10,13 contrary to the textbook idea that such coherence should be “washed-out” by thermal environment. In contrast, far less emphasis has been placed on answering a more fundamental question: why are PPCs built the way they are? Given the evolutionary time scales and the pressures of natural selection,14,15 it is tempting to ask whether PPCs are specifically optimised for their role in the photosynthetic process or whether factors external to the EET process, such as synthetic accessibility or robustness to thermal fluctuations, are instead responsible for ultimately shaping the molecular organisation of PPCs. Answering such questions would, in turn, lead to a better understanding of how to construct improved artificial photosynthetic systems for water splitting,16,17 or more efficient light-harvesting materials for solar energy technologies.3,18 It is this question of optimality in photosynthetic PPCs which we investigate here.

Recent work in this direction has already demonstrated how the symmetry propensity of light-harvesting complex II leads to inherently efficient EET,19 while the role of delocalized coherent exciton dynamics and localized exciton trapping has been investigated in analytical models of light-harvesting...
Furthermore, extensive work has been carried out to investigate the efficiency and robustness of the Fenna-Matthews-Olson (FMO) PPC with respect to fluctuations in the protein environment, with findings showing that thermal fluctuations can enhance EET via so-called environment-assisted quantum transport (EN AQ T). Similar studies of photosynthetic systems have investigated EET efficiency optimisation with respect to environmental model parameters such as temperature or exciton trapping rates. The effect of removing a chromophore on EET efficiency has also been investigated, and it has been suggested that photosynthetic EET networks display a robustness to the loss of a chromophore in the network through the utilisation of multiple EET pathways.

In contrast to these previous investigations, which have focussed on the role of site energy fluctuations, environmental fluctuations, and exciton trapping rates, this article focusses predominantly on evaluating how the electronic Hamiltonian of the EET system governs the robustness and optimal EET characteristics of a biological photosynthetic system. Specifically, we adopt a network-based view of photosynthetic EET systems and focus on investigating quantum transport dynamics in a prototypical PPC, the FMO complex. In green sulfur bacteria (GSB) such as *C. tepidum*, FMO trimers facilitate EET from the chlorosome to the membrane-bound RC; in this process, each FMO monomer acts as an independent “molecular wiring circuit” connecting the light-harvesting antenna complex (energy source) to the RC (energy sink) (Fig. 1(a)). In recent crystal structures, each FMO monomer comprises eight bacteriochlorophyll *a* (Bchl) chromophores embedded in a protein scaffold (Figs. 1(b) and 1(c)); Bchl sites 1, 6, and 8 (using the chromophore numbering scheme in Fig. 1(c)) are found to lie close to the chlorosome baseplate, suggesting that initial electronic excitation occurs at one of these sites (or involves an excitonic state delocalised across these chromophores), while Bchl 3 is the energetic...
sink in the system, funneling electronic excitation energy to the RC. While the exact mechanism of EET to Bchl 3 is somewhat ambiguous, in part because the initial excitation in the native environment is similarly ambiguous, recent experimental and theoretical work has shown that FMO exhibits at least two different pathways for EET to site 3,\textsuperscript{5,6,7,42} as we show below, these multiple transport paths, as well as the inherent heterogeneity of connectivity between different Bchl sites, are important features in maintaining robust EET.

The relative positions and orientations of Bchl sites 1 to 7 are remarkably well-conserved across GSB species,\textsuperscript{36,43} despite differences in the amino acid sequence in the surrounding FMO protein environment;\textsuperscript{15} furthermore, the dominant spectral characteristics of FMO complexes from different species are similarly well-conserved, falling into one of two classes which only differ due to different orientations of Bchl 8.\textsuperscript{15} Given the conserved nature of the FMO complex in GSB, it is tempting to ask whether this particular PPC motif is in any way optimised for its EET functionality. From the point-of-view of the arrangement of Bchl sites, the answer must surely be no; it is straightforward to imagine EET networks constructed from dipole-aligned Bchl chromophores which would offer stronger inter-chromophore couplings, and hence higher EET efficiencies. This immediately suggests that there are other factors which may have driven selection of the FMO complex as the primary EET facilitator in GSB. In this article, we use quantum simulations to investigate whether any of the intrinsic properties of the Bchl chromophore network in FMO are sufficient to explain the selection of this particular light-harvesting architecture in GSB.

The remainder of this article is organized as follows. In Section II, we outline the Hamiltonian model and quantum-mechanical approach used throughout this article to simulate EET dynamics in FMO, and define a metric for EET efficiency. In Section III A, we first investigate the resilience of EET in FMO after disruptions in the chromophore interconnectivity are introduced. Remarkably, when up to 50% of the interior chromophores are removed, the EET efficiency only drops by around 20%; this decrease in efficiency is far less than that observed when a comparable number of inter-chromophore coupling elements are removed, for which the efficiency typically drops by around 90%. These results are a clear demonstration of the full extent of robustness in the EET network of FMO which goes beyond that observed previously. The results in Section III B further underline the robust nature of EET in FMO by considering the influence of environmental fluctuations in detail; specifically, we investigate how EET is influenced by both global and local chromophore environmental fluctuations. We show, for the first time, that each major EET pathway is associated with an optimal range of (global) environmental fluctuation rates; these optimal ranges do not overlap exactly, such that the overall range of environmental fluctuations over which FMO exhibits optimal efficiency is broader than if only a single EET pathway dominated. Building on these investigations of global environmental dephasing, we also investigate the influence of local fluctuations in environment. Specifically, we consider the distributions of EET efficiencies for an ensemble of Hamiltonians with independent Bchl site dephasing rates assigned either stochastically or biased towards non-optimal dephasing rates. The results of these simulations demonstrate that environmental-induced trapping can have a much stronger influence on EET efficiency than removing segments of the Bchl network, a factor which can be correlated with the availability of EET pathways. Furthermore, these simulations show that the source and sink sites have particular robustness to local environmental dephasing; we speculate that this effect may have a biological rationalization. Finally, in Section III C, we perform simulations for a large set of alternative FMO-like Hamiltonians in order to understand the EET optimality of FMO. We find that while it is possible to create alternative Hamiltonians which display better EET efficiency for any one initial excitation, FMO is instead one of many possible Hamiltonians which exhibit efficient EET across multiple pathways.

II. THEORY

Our treatment begins with the quantum Hamiltonian operator for the electronic sub-system of FMO; in the basis of molecular excited states, this sub-system Hamiltonian is\textsuperscript{1,2,21}

\[ \hat{H}_{ex} = \sum_{i=1}^{n} \varepsilon_{i} |i\rangle\langle i| + \sum_{i<j} J_{ij} |i\rangle\langle j| + |j\rangle\langle i|, \quad (1) \]

where \( \varepsilon_{i} \) is the electronic excitation energy of site \( i \) and \( J_{ij} \) are coupling elements between sites \( i \) and \( j \). For the eight-site FMO network considered here (i.e., \( n = 8 \) in Eq. (1)), the experimental site energies are known from fluorescence studies,\textsuperscript{42,44} while the off-diagonal couplings have been determined by the transition dipole-dipole cube method.\textsuperscript{8}

In our treatment of the quantum dynamics of FMO-like systems, the electronic Hamiltonian of Eq. (1) is augmented by anti-Hermitian terms describing excitation energy loss by exciton recombination at each Bchl site, as well as exciton trapping at the sink site (Bchl 3 in Fig. 1(c)).\textsuperscript{21} Thus, the total electronic Hamiltonian operator simulated was

\[ \hat{H} = \hat{H}_{ex} + \hat{H}_{\text{trap}} + \hat{H}_{\text{rec}}, \quad (2) \]

where

\[ \hat{H}_{\text{trap}} = -i\hbar \kappa_{3} |3\rangle\langle 3| \quad (3) \]

is the trapping operator, and

\[ \hat{H}_{\text{rec}} = -i\hbar \Gamma \sum_{k=1}^{n} |k\rangle\langle k| \quad (4) \]

is the exciton recombination operator. Throughout this article, except where stated, the exciton trapping rate at Bchl site 3 is \( \kappa_{3} = 1 \text{ ps}^{-1} \) and the exciton recombination rate is \( \Gamma = 1 \text{ ns}^{-1} \), in keeping with estimates for the \textit{in vivo} FMO system.\textsuperscript{21,23,45} The site energies and coupling elements of the exciton Hamiltonian \( \hat{H}_{ex} \) are given in the supplementary material.\textsuperscript{6,42,46} We note that, although Eqs. (3) and (4) are of the same form, the trapping Hamiltonian of Eq. (3) operates only at site 3, thereby giving it the characteristics of a “sink” site; in contrast, exciton recombination, as described by Eq. (4), operates on all Bchl sites.
To simulate EET dynamics in the presence of the protein environment, we use a simple quantum master equation approach which assumes that the environment induces Markovian fluctuations in all energy sites, resulting in a pure dephasing effect at each Bchl site. As noted in Fig. 1(d), the simulated site population dynamics from this simple model are qualitatively consistent with more complex theoretical approaches. For example, qualitatively good agreement in population dynamics is observed compared to the Hierarchical Equation-Of-Motion (HEOM), the Generalized Bloch-Redfield (GBR) method, or Linearized Semiclassical Initial Value Representation (LSC-IVR). Furthermore, we note that the main interest of this work is in assessing the impact of modifying gross features of the electronic sub-system, such as the number of chromophores present; it might reasonably be expected that such trends would be qualitatively reproduced by a simple dephasing mode, and only mildly influenced by explicit correlation with the environment. Finally, we note a practical limitation; in this work, we performed around 100 × 10^3 independent simulations of perturbed FMO-like Hamiltonians, a feature which clearly demands a computationally tractable treatment.

The equation-of-motion for the elements of the density matrix, written in the basis of molecular excited states, is

\[
\frac{d\rho_{ij}(t)}{dt} = \mathcal{H}[\rho]_{ij} + \mathcal{L}[\rho]_{ij},
\]

where

\[
\mathcal{H}[\rho]_{ij} = -\frac{i}{\hbar}[\hat{H}, \hat{\rho}(t)]_{ij}
\]

is the usual time-derivative of the density matrix. The factor \(\mathcal{L}[\rho]_{ij}\) is a functional which models the interaction of the electronic sub-system with the protein environment; here, this is given by a pure dephasing effect, and \(\mathcal{L}[\rho]_{ij}\) is of the form

\[
\mathcal{L}[\rho]_{ij} = -\left(\frac{1}{2}(\gamma_i + \gamma_j) - \sqrt{(\gamma_i\gamma_j)\delta_{ij}}\right)\rho_{ij},
\]

where \(\gamma_i\) is the dephasing rate at site \(i\). In the large majority of the calculations reported here, unless otherwise stated, we assume that the dephasing rate is the same at all Bchl sites, with \(\gamma_i = 100\, \text{cm}^{-1}\). This value lies well within the environment-assisted quantum transport regime. Furthermore, as discussed in detail in Section III B, the EET efficiency of FMO is surprisingly robust to the exact value of the dephasing rate within a window from 40 cm\(^{-1}\) to 3000 cm\(^{-1}\). Unless otherwise stated, we adopt the standard assumption that all sites experience the same (global) dephasing rate; the role of local variations in dephasing rates is discussed explicitly in Section III B. Finally, we note in passing that singlet-singlet annihilation can have an important role to play in FMO under high-intensity light conditions, although our simulations follow related work in operating under the standard assumption that the light intensity in the system is low enough that singlet-singlet annihilation can be ignored.

To quantify the efficiency of EET to the RC via Bchl site 3, we calculate the time-integral of the population at site 3, where \(t_{\text{max}} = 10\, \text{ps}\). This value of \(t_{\text{max}}\) is sufficiently long to capture the dominant population dynamics at the Bchl sites as the natural time scale for EET population transfer dynamics is of the order of \(\frac{1}{\gamma_{ij}} = 1\, \text{ps}\). Furthermore, in this article we consider a range of artificial Hamiltonians with dynamics which may be slower than FMO, thus this time scale will be sufficient for a range of different Hamiltonians. All of our calculations employed a standard fourth-order Runge-Kutta algorithm to integrate the equations-of-motion for the density matrix elements; a time-step of 0.5 fs was used throughout.

Given the matrix representation of the electronic Hamiltonian, the connection to the mathematical theory of graphs (or networks) is evident. In particular, the matrix representation of the Hamiltonian can be viewed as representing the weighted adjacency matrix of an undirected graph; each of the eight Bchl sites represents a graph node (or vertex), with the graph edges representing the interactions which couple different chromophores. This network-based view of FMO’s PPC is particularly useful in understanding robustness and efficiency of EET, as shown below.

### III. RESULTS AND DISCUSSION

The electronic Hamiltonian of Eq. (1), along with a simple description of environment-induced relaxation, provides a straightforward method to investigate the influence of both chromophore network and protein environment in FMO-like systems. We particularly focus on the resilience of the FMO EET network to changes in Bchl organisation and environmental relaxation, before discussing the EET efficiency landscape of FMO-like systems.

#### A. Robustness to network change

Given the conserved nature of FMO across GSB species, we first investigate network robustness; in other words, how resilient is transport in FMO to changes in the connectivity of the EET network? In the context of network theory, network robustness can be systematically investigated by assessing the impact of deleting nodes and edges. In the FMO network, these perturbations correspond to removal of Bchl chromophores (and related couplings) or removal of individual inter-site coupling elements; the former may arise from transcription errors or mutations in the genes responsible for signalling FMO production, while the latter may result from localised environmental perturbations which disrupt the relative orientations and/or distances of a given pair of chromophores. As a result, assessing the EET efficiency of perturbed FMO-like networks provides a route to assess the robustness of the photosynthetic apparatus in GSB organisms; as shown below, these results also provide detailed insight into the mechanism of EET in FMO.
Figure 2(a) shows the effect on transfer efficiency (see the supplementary material) of removing Bchl sites from the FMO network, excluding the source and trap sites; initial excitations at sites 1, 6, and 8 are considered. In these calculations, all possible combinations of chromophores are selected to be removed for a given removal number, and the resulting efficiencies of the generated networks are averaged to obtain the results shown; for example, in the calculations where just two chromophores are removed, all possibilities of chromophore pairs are considered, excluding removal of source and sink sites.

We find that even when three Bchl sites are removed, representing 50% of the sites which are neither sink nor source, the EET efficiency arising from excitation at site 1 or 6 decreases by only around 20% compared to that of the original full network; thus, FMO appears to demonstrate a high degree of robustness to changes in the nodes of the EET network. To our knowledge, this is the first time that the full extent of the robust nature of FMO to chromophore network disruption has been determined. In contrast, Fig. 2(b) demonstrates that FMO is much less robust to the removal of randomly chosen edges; after removing 18 edges, which is the same number removed when three chromophores (nodes) are removed in Fig. 2(a), the EET efficiency drops to around 10% of the original values.

As an aside, it is interesting to consider the influence of the Bchl 3 trapping rate, $\kappa_3$, on the observed EET efficiencies and their response to chromophore removals. As noted above, while an experimental value for $\kappa_3$ is difficult to ascertain, previous simulation work for FMO has demonstrated that trapping rates on the order of 1-10 ps$^{-1}$ result in efficient EET and low transfer time scales; furthermore, these values are sufficiently fast that exciton recombination, occurring at a typical rate of 1 ns$^{-1}$, is effectively avoided. To investigate the influence of a slower trapping rate, Fig. 2(c) illustrates EET efficiencies determined in the same way as in Fig. 2(a), but with a trapping rate of $\kappa_3 = 1$ ns$^{-1}$. We find a similar trend to that observed in Fig. 2(a), with the FMO network

FIG. 2. (a) EET efficiency for a series of FMO Hamiltonians in which increasing numbers of Bchl sites, as well as the corresponding coupling elements, are removed. (b) A similar “knockout” study can be performed by removing random edges from the FMO network, rather than Bchl sites; in this case, the FMO EET network is easily disrupted because random removals are more likely to disrupt several EET pathways simultaneously. Each result shown here is averaged over 1000 different “knockout” Hamiltonians; the final error bars are comparable in size to the symbols. (c) EET efficiencies for FMO-like systems, as determined in panel (a), but with a trapping rate of 1 ns$^{-1}$ rather than 1 ps$^{-1}$. (d) Upon removal of chromophores from the FMO network, the average path-length between nodes (upper panel; excluding source and sink nodes) was calculated using the Floyd-Warshall algorithm with inter-node distances defined as $d_{ij} = |J_{ij}|^{-1}$; the network diameter, shown in the lower panel, is the largest observed inter-node “path-length” for each network size.
demonstrating robustness to chromophore removal; however, in Fig. 2(c), this robustness is more prominent. The difference arises because the faster trapping rate (Fig. 2(a)) more strongly distinguishes between different pathways through the network. In other words, paths which result in good population transfer to site 3 (see below) will be more strongly distinguished from those which result in poorer population transfer to site 3, simply by virtue of the fact that the trapping influences site 3 only. In the case of slow trapping rate (Fig. 2(c)), the distinction between different paths is only weakly influenced by the trapping rate, with the more important factor being the intrinsic properties of the network itself, as discussed below.

How does the robustness to chromophore removal arise? The key to answering this question lies in the existence of multiple EET pathways through the FMO electronic network. Previous simulations have also demonstrated this feature of FMO, although the existence of multiple robust EET pathways in FMO is particularly straightforward to demonstrate in our network-based view. In particular, Fig. 2(d) shows the average path-lengths between all pairs of nodes (excluding source and sink), as well as the longest path-length in the network; both factors are standard measures of node connectivity in a network. In our calculations, the path-lengths are defined such that stronger Bchl interactions (large $|J_{ij}|$) correspond to “shorter” paths; as a result, our calculated path-lengths reflect the strength of electronic couplings along different paths. Figure 2(d) clearly shows that both of these measures of network connectivity are essentially unaffected by the removal of Bchl chromophores, particularly for excitations at Bchl 1 and Bchl 6; even in the case of Bchl 8, more than 4 Bchl sites must be removed before significant changes in electronic coupling strengths along path-lengths are observed. The conclusion from Fig. 2(d) is that network resilience (Figs. 2(a) and 2(c)) is a consequence of heterogeneity of dynamic paths in the EET network; in other words, several strongly coupled electronic pathways connect any given pair of nodes, leading to a robust network which requires large-scale disruption to halt EET completely. The existence of multiple pathways is also supported by Fig. 2(b); while removal of nodes and related edges will leave alternative pathways for EET open, removal of random edges can simultaneously disrupt many EET paths, leading to a much more severe decrease in efficiency.

The presence of multiple EET pathways in FMO is further emphasised in Fig. 3. For each initial excitation site, major EET pathways can be identified by evaluating the transport efficiency after removal of inter-chromophore coupling elements $J_{ij}$; removing couplings which are strongly involved in EET from a given initially excited site results in a significant drop in efficiency. This approach can be extended to removing multiple coupling elements (as shown in the supplementary material), allowing identification of the dominant EET paths in the system. This “knockout” analysis clearly shows multiple EET pathways in FMO; the most dominant are given in Fig. 3. We find that excitation at sites 1 and 6 each exhibits two major EET paths, while excitation at Bchl 8 exhibits one dominant path as a result of weak electronic coupling between Bchl 8 and all others except Bchl 1. These paths are consistent with previous work which has, for example, identified at least two major contributing paths; however, the most important point is that our “knockout” analysis clearly shows a multitude of EET paths through FMO which contribute to EET to differing extents.

The conclusion from these simulations is that the FMO EET network is surprisingly robust to changes in the Bchl site connectivity; removing 50% of the network has only a
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relatively small impact on EET efficiency, particularly when compared to removing a similar number of random edges. Although the impact of removing a single chromophore has been noted previously,\textsuperscript{30} the present work is the first to reveal the full extent of FMO EET robustness to disruption in the chromophore network. Furthermore, this is the first time that a simple network-based view, focussing on average and longest path-lengths, has been used to rationalise this feature. The EET efficiency in FMO is underpinned by a multitude of transport pathways, such that removal of individual Bchl sites, for example, by chemical or photochemical damage, simply diverts EET along an alternative path of similar electronic coupling strength. This behaviour is in contrast to many biological networks, which are often found to be scale-free in a similar fashion to the world wide web;\textsuperscript{53} instead, the compact, fully connected nature of inter-chromophore coupling in FMO provides a surprising degree of network resilience in support of EET.

B. Robustness to environmental noise

1. Efficiency of EET with a global dephasing rate

The results of Figs. 2 and 3 demonstrate that FMO is strongly robust to disruption of the Bchl network, but what about the role of environmental perturbations? Several GSB species are known to be thermophilic; for example, \textit{C. tepidum} is found in hot springs at temperatures of up to 52°C.\textsuperscript{39} However, the crystal structures of the FMO complex derived from thermophilic and non-thermophilic GSB are very similar,\textsuperscript{15,36,43} suggesting that the FMO complex is sufficiently robust to changes in the thermal fluctuations of the protein environment such that no special adaptations are necessary. Here, we investigate this environmental resilience in the light of the inherent heterogeneity of the FMO network observed above. Here we consider a global dephasing rate such that each site experiences the same dephasing \( \gamma = \gamma_i \) in Eq. (7); in other words, the interaction between the Bchl network and the environment was assumed to be the same at each Bchl site. The calculations performed above employed a single \textit{global} dephasing rate representing the influence of the environment; in other words, the interaction between the Bchl network and the environment was assumed to be the same at each Bchl site. In this section, we investigate the interplay between environmental noise and multiple EET paths; below we expand these simulations to consider the role of independent local dephasing rates.

Figure 4 shows the effect of changing global environmental fluctuations; these fluctuations give rise to pure dephasing in our simple description of the density matrix dynamics, with large dephasing rates approximating the influence of a strongly perturbative environment, as might be found at elevated temperatures. These calculations were performed for the full 8-site FMO electronic Hamiltonian; only the global dephasing rate \( \gamma = \gamma_i \) in Eq. (7) was modified.

It is clear from Fig. 4 that excitations at Bchl 1 and 6 show little change in efficiency as the dephasing rate changes over two orders-of-magnitude from 40 cm\(^{-1}\) to around 3000 cm\(^{-1}\), whereas EET transport decreases strongly outside this range. This environmental-assisted quantum transport phenomenon has been noted in previous simulations of a seven-site FMO model,\textsuperscript{21} weak dephasing results in oscillatory populations with little effective transport, while strong dephasing results in exciton localisation. Excitation at Bchl 8 is less resilient to changes in the dephasing rate, as might be expected as a result of the weaker coupling with the remaining chromophores.

What is particularly interesting about these results is how they relate to the multiple EET pathways observed above; we find that the broad spectral range over which EET is efficient arises because different EET pathways have different responses to environmental perturbations. This is highlighted in the lower panels of Fig. 4, which shows the dephasing rate dependence of EET for the five major pathways shown in Fig. 3. For these calculations, the sites which do not form part of the specified EET pathway are removed from the Hamiltonian; for example, for the pathway 1 → 2 → 3, chromophore sites 4, 5, 6, and 8 are removed from the network and the transfer efficiency across the range of dephasing rates is calculated. However, it is important to note here that the \textit{absolute} EET efficiencies in systems containing just a single pathway will be greater than the full FMO Hamiltonian by virtue of the absence of competing pathways; instead, we focus our attention here on the spectral (i.e. frequency) range of environmental response for the normalised efficiencies.

Particularly for excitation at Bchl 1 and 6, we find that the two different paths of Figs. 3(a) and 3(b) exhibit distinct responses to the environment which are centered at different dephasing rates. For example, the 1 → 2 → 3 pathway has a well-defined peak at around 130 cm\(^{-1}\), whereas the 1 → 6 → 5 → 4 → 3 pathway displays a peak at a slightly shifted value of 300 cm\(^{-1}\). As a result of the environmental response of different pathways being centered

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Role of global environmental dephasing rate. The top panel shows the effect of environmental dephasing rate, \( \gamma \), on the calculated EET efficiency, \( \eta \) for excitation at Bchl sites 1, 6, and 8; notably, efficient transport from sites 1 and 6 is maintained over approximately two orders-of-magnitude in the dephasing factor. Excitation at site 8 is somewhat more susceptible to environmental noise, most likely a result of the weaker coupling between Bchl 8 and the remaining chromophores.}
\end{figure}
Figure 5 shows the histogram of EET efficiencies calculated for these $2 \times 10^3$ realisations of local dephasing. These distributions show a characteristic skew towards lower efficiency values; given the previous results concerning the range of dephasing rates which give rise to efficient EET, this is perhaps not surprising. In particular, we find that those sets of dephasing rates which give rise to lower EET efficiency than simulations employing a single global dephasing rate of 100 cm$^{-1}$ tend to have “poor” dephasing rates (i.e., $100$ cm$^{-1} > \gamma > 3000$ cm$^{-1}$) for Bchl sites which contribute to the dominate EET pathways for the given initial excitation. This is a clear demonstration of the role of local exciton trapping in EET efficiency, as noted previously.

In contrast, for those Hamiltonians which give rise to enhanced EET (relative to FMO with a global dephasing rate of 100 cm$^{-1}$), the set of local dephasing rates are found to have common features: (i) sites which are not part of the dominate EET pathway for a given initial excitation (Fig. 3) have dephasing rates which lie outside the robust region identified in Fig. 4 and (ii) sites which form the dominate EET pathway have dephasing rates well within the robust region of Fig. 4. While these results are consistent with previous analyses of simpler EET networks, our findings show that similar

FIG. 5. (a) EET efficiency histograms for $2 \times 10^3$ FMO-like Hamiltonians with randomly sampled local dephasing rates; results are shown for initial excitation at sites 1, 6, and 8. The arrows indicate the efficiency of the FMO model with a global dephasing rate of 100 cm$^{-1}$. (b) EET efficiencies calculated in simulations in which increasing numbers of Bchl sites are given a “poor” dephasing rate of 10 cm$^{-1}$; in each case, all possible combinations are generated and the EET efficiencies are averaged. (c) EET efficiencies as a function of local dephasing rate at source and sink (Bchl 3) sites; results are shown for initial excitations at site 1 (left), site 6 (centre), and site 8 (right).
considerations of EET optimisation, particularly balancing of coherent exciton transport and local exciton trapping, are equally valid in more complex light-harvesting systems.

In a second investigation of the role of local dephasing, Fig. 5(b) also shows the influence of assigning different numbers of chromophore sites “poor” local dephasing rates (as defined above); as in Fig. 2(a), we considered all possible combinations of sites in these “dephasing knockout” experiments. We chose to assign a dephasing rate of 10 cm$^{-1}$ to those Bchl sites selected to have “poor” dephasing rates, with the remaining Bchl sites maintaining a value of $\gamma_i = 100$ cm$^{-1}$. The resulting efficiencies of the networks with sites are averaged to obtain the results shown in Fig. 5(b). The results indicate a monotonically decreasing EET efficiency as the number of Bchl sites with “poor” dephasing rate increases; this is clearly consistent with the results of Fig. 5(a), which demonstrated that the probability of generating a Hamiltonian with a reduced efficiency (relative to FMO with a single global dephasing rate of 100 cm$^{-1}$) is high.

Finally, we investigate the effect of changing the dephasing rate for source and sink sites only; the rationale for this set of simulations is that these sites lie on the exterior of the FMO protein, and hence are most likely to experience environmental dephasing rates which are different from those Bchl sites lying on the interior of FMO. In these calculations, all interior sites were given the same dephasing rate of 100 cm$^{-1}$, and the source and sink site dephasing rates were varied in the range 1-10 000 cm$^{-1}$; the resulting EET efficiencies determined in these simulations are shown in Fig. 5(c). We find that initial excitations at sites 1 and 6 are relatively insensitive to the source dephasing rate but demonstrate a much greater dependence on the sink (Bchl 3) dephasing rate. In contrast, initial excitation at site 8 is dependent on both the source and sink dephasing rates; in particular, there is a clear range of dephasing rates for which EET is optimal. These results can be understood with reference to Fig. 1. In particular, initial excitation at sites 1 and 6 results in a rapid initial decay of population which is almost complete after around 1 ps; in contrast, initial excitation at site 8 results in a much slower incoherent decay profile, as discussed in more detail below. As a result of these slower population transfer characteristics, it is not surprising that site 8 may be more strongly influenced by local exciton trapping. These results serve to underline the interplay between EET efficiency, electronic network characteristics, and environmental dephasing in modulating EET efficiency.20

C. Efficiency of EET in FMO-like networks

Our simulations so far have shown the extent to which FMO is resilient to changes in both the electron EET sub-system and the characteristics of the protein environment on both a global scale and at the local Bchl scale; the final question we address here is whether FMO is in any way optimised with respect to the efficiency of EET. It is not difficult to see that a very efficient EET network could be built as a simple linear system containing a few strongly coupled chromophores.29,56 While this might result in efficient and rapid EET, we must bear in mind that the RC performs charge-separation reactions at a rate of about 1 ps$^{-1}$, so ensuring that excitation energy is transferred to the RC any faster than this time scale is essentially useless. Furthermore, such a linear arrangement involving few chromophores would lack any of the network robustness which we have emphasised above; removing a single chromophore would break the EET path and disable transport.

Bearing this in mind, we limit ourselves to assessing whether FMO is optimally efficient amongst other possible eight chromophore FMO-like networks; after all, FMO is well-conserved across GSB species.15,36,39,43 In particular, we generate 2 × 10$^3$ alternative eight-site electronic Hamiltonians by adding Gaussian random noise to all elements of the FMO Hamiltonian (see the supplementary material).46 We note the possibility that some Hamiltonians generated in this manner may be physically unrealistic; however, in general, this approach allows us to generate Hamiltonians which are representative of FMO complexes with modified inter-chromophore distances and relative molecular orientations, as well as electronic changes at the Bchl sites themselves.

For each generated FMO-like Hamiltonian, we determine the EET efficiency for excitations at Bchl sites 1, 6, and 8. The results are shown in Fig. 6(a), plotted against the range (Q) of calculated efficiencies; note that the range is simply the difference between the largest and smallest calculated efficiency values following excitation at Bchl sites 1, 6, and 8, for each Hamiltonian considered. We observe a clear trend in the EET efficiencies; those networks exhibiting the largest efficiencies do so for excitation at Bchl sites 1 and 6, at the expense of low EET efficiency from site 8. Further analysis shows that many of these networks are characterised by large site energies at Bchl 8, as illustrated in Fig. 6(b). As shown previously,6 and in Fig. 1(d), the population dynamics arising from initial excitation at Bchl site 8 are characterised as a slow incoherent decay, the time scale of which only increases as the Bchl 8 site energy increases; this is confirmed in the population dynamics of a FMO-like Hamiltonian with a low EET efficiency for excitation at Bchl 8. In contrast, those networks which exhibit similar EET efficiencies for all initial excitations are characterised by smaller values of the Bchl 8 site energy along with strong electronic couplings along at least one of the pathways involving Bchl 1 or 6; again, this is illustrated in Fig. 6.

Most interestingly, the original FMO Hamiltonian sits at $Q = 0.05$, where EET efficiency is similar for all initial excitations. In other words, while it is possible to generate FMO-like networks with better EET efficiency for initial excitation at any one of the Bchl sites 1, 6, and 8, FMO’s network and chromophore characteristics result in simultaneously good EET efficiency for all initial excitations considered here. Given that the initial exciton generated in vivo is most likely to be delocalised across several Bchl sites, this characteristic of FMO appears to be desirable over optimal efficiency for a specific excitation. As a final point, we note that our approach to generating alternative FMO-like Hamiltonians limits us to exploring a finite set of all possibilities, although we suggest that these are the chromophore arrangements which would be allowed given the constraints of the FMO protein environment; simulations
FIG. 6. (a) EET efficiency of $2 \times 10^3$ FMO-like electronic Hamiltonians generated by adding Gaussian random noise to the original 8-site FMO Hamiltonian. The x-axis plots the range, $Q$, calculated using the EET efficiency resulting from initial excitation at Bchl 1, 6, and 8; the original FMO model is found at $Q \approx 0.05$. The upper-left panel shows the population dynamics at Bchl 1, 3, and 8 for a Hamiltonian with a small $Q$ value (similar efficiency for all initial excited-states) following excitation at site 8. As is typical for such Hamiltonians, the site energy of Bchl 8 is comparable to the original FMO model and the inter-chromophore coupling strengths are, in general, slightly stronger than FMO; as a result, the population of site 8 decreases much faster than FMO. In contrast, the panel at lower-right shows the results for a Hamiltonian with large $Q$ value; here, the site energy of Bchl 8 is much larger than that of site 1 and the incoherent decay of population is much slower than in FMO. (b) Plotting EET efficiency from site 8 against the Bchl 8 site energy emphasises the role of this parameter in determining the network efficiency characteristics.

aimed at exploring a much wider structural space are under way.

IV. CONCLUSIONS

For the first time, the full extent of FMO robustness has been revealed and rationalised by combining quantum simulations with a network-based view of EET. We have demonstrated several important features of this prototypical EET system. A major conclusion from this work is revealing the extent of which EET efficiency in FMO is robust to changes in both the chromophore network and the environmental fluctuations, factors which may help explain why FMO is conserved across GSB species which experience a range of physiological conditions. In particular, we find that EET in FMO is robust to removal of up to 50% of the interior chromophore sites, predominantly as a result of the presence of multiple EET pathways as demonstrated in network-based calculations. We have also shown that EET is robust to environmental fluctuations across a broad range of dephasing rates, and have demonstrated that this broad response may be a result of the different environmental response of different EET pathways. Finally, we have considered in detail the role of local dephasing rates; our simulations are consistent with previous investigations of the role of exciton trapping, but have also singled out the different role of dephasing at the source and sink sites.

Interestingly, we find that similar EET transport is observed after initial excitation at any of Bchl sites 1, 6, or 8; this is a particularly appealing feature given that the initial excited state is expected to be delocalised over the chromophores adjacent to the chlorosome baseplate. We emphasise that a key underlying feature which enables these properties is the network heterogeneity, which gives rise to multiple transport paths from source to sink sites. Finally, we have shown that the site energy of Bchl 8 is a particularly important determinant of EET efficiency. It is interesting to note that a bi-exponential fit to the population decay following excitation at Bchl 8 in FMO gives a component with a time-constant of around 2.5 ps, comparable to the reaction rate at the RC; as a result, the Bchl 8 site energy seems to be tuned to provide EET at a sufficient rate, and no more. Understanding the extent to which these network characteristics are observed in other photosynthetic systems is a goal of current work.

As a final point, we note that, although our simulations have revealed interesting network characteristics, we are of course limited in the extent to which the properties of FMO can be understood in the wider biological context. For example, we cannot rule out the fact that FMO may be the dominant PPC in GSB simply because it is easily...
synthesised from readily available molecular building blocks; in fact, sequence alignment suggests that the FMO protein is related to PscA, a protein found in the RC of GSB, perhaps suggesting that the organisation of Bchl in the FMO complex is a simple consequence of arrangement into a pre-existing, and synthetically accessible protein framework. Taken together, this work suggests that chromophore molecular characteristics and organisation, protein framework and synthetic accessibility may all play a role in the ultimate viability of light-harvesting molecular architectures, factors which might be carried over to design of new artificial photosynthetic systems.
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44. See supplementary material at http://dx.doi.org/10.1063/1.4930110 for Hamiltonian parameters and further calculation results relating to influence of network perturbations.