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Introduction
Although optimal control of NMR systems has
been reported successful for large spin systems
[1], practical systems contain a level of noise in-
herent in any electronic system [2] and the re-
silience of the system to noise is sensitive to the
size of the spin system. These investigations are
implemented using gradient ascent pulse engi-
neering in the Spinach library [3, 4] and opti-
misation by the (limited memory) BFGS algo-
rithm.
We show the level of noise a state transfer sim-
ulation can withstand to obtain an acceptable
fidelity in comparison of initial and target states
using a number of averaged control channels;
denying the optimization algorithm a ‘cheat’ in
finding a path through a specific noise instance
yet still allowing the character of the noise to be-
come part of the objective function. The change
in fidelity at different noise levels is shown for
a number of systems, including state transfer
through HCF and a typical protein backbone,
and a test of noise resilience being a ‘freeze-
pulse’ to freeze the system in an initial state
over a designated time period.

Model
We consider transfer of megnetisation in two dif-
ferent systems, chosen as a small and medium
sized simulation rather than the science they
produce:

• 1H13C19F from 1H to 19F

• 15N1H13C13C13C15N from 1H to 2nd 15N

Their optimal set of control pulses are simulated
within 20ms and 100ms pulse durations with 128
and 256 time steps, for HCF and NHCCCN re-
spectively. Optimisation is run to 256 iterations
and is expected to reach a level of convergence
if one can be reached.
An additive noise term applied to the objective
function at each step of the optimisation. The
additive noise is applied as a number of different
instances over an ensemble as the system is con-
trolled. The waveform (xn) to be the argument
of the objective function is the arithmetic mean
of the local waveforms, being the previous wave-
form summed with the noise level (A) multiplied
with the Gaussian noise (W );

xi,n =xi−1 +AWn

xi =
1

N

N∑
n=1

xi,n
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“Freeze-pulse”
As a test of the application of noise to the optimisation algorithm, we set the target state of the
evolution to the same as the initial state; the control pulses named a “freeze-pulse”. Other than a
different target state, all other parts of the simulation as the state transfer simulations.
Below are the results of the HCF freeze-pulse simulation (left) and the protein-backbone freeze-pulse
simulation (right).
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In the HCF simulation a decent level of fidelity is found for noise levels less than 0.6 of the signal.
After this level, the noise becomes more difficult for the optimisation to handle, with lesser fidelities
achieved. Here, the more local noise instances we simulate, the more pronounced the fidelity loss.
The protein-backbone simulation show excellent fidelity over the noise levels investigated. We used
a smaller noise level set on the protein-backbone simulation as it was expected that a larger system
would be more susceptible to noise [2], comprising a more ‘delicate’ system.

State Transfer
Below are the results of the HCF state transfer simulation (left) and the protein-backbone state
transfer simulation (right).
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Comparing the HCF simulation to it’s freeze-pulse, we see the same system being less resilient to
the noise instances as we transfer the magnetisation over two bonds. Similarly, the protein-backbone
is less resilient to the noise instances, but the effect is more pronounced; expected to be a result
of the complicated arrangement of 13C isotopes making a more difficult and precise route for the
optimisation to find: the effect of noise being pronounced at this modest level. An example of an
l-BFGS-GRAPE state transfer simulation is show below, without any noise or relaxation:
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State Transfer with Relaxation
Results of the HCF state transfer simulation with T1/T2 relaxation with rates of 0.5 Hz for R1
and 2.5 Hz for R2 are show below. The dotted lines are for comparison to the HCF state transfer
simulation above.
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In this case, the relaxation acts as a damping rate
for the whole system, translating the whole of the
plot downwards to slightly less fidelity.
An interesting observation is that the relaxation
seems less of a dominant term as higher noise
levels are experienced; for all numbers of noise
instances fidelity is similar with or without relax-
ation.


