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Presentation

• A matrix is an array of numbers, known as entries or
elements, disposed in a regular pattern of rows and columns.

• Matrices are not numbers and have no numerical significance.

• Can be looked at as a “higher-order number system”.

• Denoted by bold capital letters with entries denoted by lower
case italics, the array of enties is usually enclosed in square
brackets, parentheses, or less common double bars.. . .. . .

. . .

 . . .
. . .
. . .

 ∥∥∥∥∥∥
. . .
. . .
. . .

∥∥∥∥∥∥



bg=whiteMatrix Addition Multiplication Transpose

Presentation

• A matrix is an array of numbers, known as entries or
elements, disposed in a regular pattern of rows and columns.

• Matrices are not numbers and have no numerical significance.

• Can be looked at as a “higher-order number system”.

• Denoted by bold capital letters with entries denoted by lower
case italics, the array of enties is usually enclosed in square
brackets, parentheses, or less common double bars.. . .. . .

. . .

 . . .
. . .
. . .

 ∥∥∥∥∥∥
. . .
. . .
. . .

∥∥∥∥∥∥



bg=whiteMatrix Addition Multiplication Transpose

Presentation

• A matrix is an array of numbers, known as entries or
elements, disposed in a regular pattern of rows and columns.

• Matrices are not numbers and have no numerical significance.

• Can be looked at as a “higher-order number system”.

• Denoted by bold capital letters with entries denoted by lower
case italics, the array of enties is usually enclosed in square
brackets, parentheses, or less common double bars.. . .. . .

. . .

 . . .
. . .
. . .

 ∥∥∥∥∥∥
. . .
. . .
. . .

∥∥∥∥∥∥



bg=whiteMatrix Addition Multiplication Transpose

Presentation

• A matrix is an array of numbers, known as entries or
elements, disposed in a regular pattern of rows and columns.

• Matrices are not numbers and have no numerical significance.

• Can be looked at as a “higher-order number system”.

• Denoted by bold capital letters with entries denoted by lower
case italics, the array of enties is usually enclosed in square
brackets, parentheses, or less common double bars.. . .. . .

. . .

 . . .
. . .
. . .

 ∥∥∥∥∥∥
. . .
. . .
. . .

∥∥∥∥∥∥



bg=whiteMatrix Addition Multiplication Transpose

Presentation

• The enrties of a matrix carry double subscripts; aij belongs in
the i-th row of the j-th column, i being the row index and j
being the column index.

• A matrix with m rows and n columns is an m × n, or
m − by − n, matrix.

A =
[
aij
]
mn

=


a11 a12 a13 . . . a1n
a21 a22 a23 . . . a2n

...
...

...
. . .

...
am1 am2 am3 . . . amn


• The expression m × n is the dimension, or order, of the

matrix.
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• Matrices with m = n are square matrices, and is symmetric
if aij = aji

• The entries a11, a22, a33, . . . , ann, that make up the principle
diagonal, or main diagonal are diagonal entires.

• If either m or n is unity, then the matrix is a vector, or more
specifically, an algebraic vector.

• A matrix with m = 1 is a row vector, and one with n = 1 is a
column vector.

• If m = n = 1, the matrix is reduced to a single entry and
becomes a scalar.
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• A matrix in which all the entries above the main diagonal are
zero is a lower triangular matrix, and one in which all the
entries below the main diagonal are zero is an upper
triangular matrix.

• When all entries above and below the main diagonal are zero,
and all non-zero entries are diagonal, the matrix is a diagonal
matrix.

• The sum of the diagonal entries is the trace of a matrix.

• A diagonal matrix with a11 = a22 = a33 = · · · = ann = k
where k is a constant, is a scalar matrix.

• If k = 1 the matrix is a unit matrix, or identity matrix.

• A matrix where all entries are zero is a null matrix (a vector
with all entries zero is a null vector.

• By definition, two matrices are said to be equal if
corresponding entries throughout are equal
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Addition and Subtraction of Matrices

• The operation of addition is performed by adding, individually,
corresponding entries of the matrices.

• [aij ]mn + [bij ]mn = [aij + bij ]mn.

• Subtraction is treated as negative addition.

• The additive inverse of a matrix A is −A.

• Addition of matrices is defined only for matrices of equal
dimensions which have the same number of rows and
columns, that is, they are conformable for addition.
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Scalar Multiplication

• To multiply a matrix by a scalar k , every entry aij of the
matrix is to be multiplied separately by k.

•

kA = k
[
aij
]
mn

=


ka11 ka12 ka13 . . . ka1n
ka21 ka22 ka23 . . . ka2n

...
...

...
. . .

...
kam1 kam2 kam3 . . . kamn


• This also means that, in reverse, we can take a common

factor out of every element
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Matrix Products

• Two matrices can be multiplied together only when the
number of columns in the first is equal to the number of
rows in the second.

• A =
[
aij
]

=

[
a11 a12 a13
a21 a22 a23

]
and B =

[
bi
]

=

b1b2
b3

,

• then

A.B =

[
a11 a12 a13
a21 a22 a23

]
.

b1b2
b3

 =

[
a11b1 + a12b2 + a13b3
a21b1 + a22b2 + a23b3

]
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Matrix Products

Each element in the top row of A is multiplied by the
corresponding element in the first column of B and the products
are added. Similarly, the second row of the product is found by
multiplying each element in the second row of A by the
corresponding element in the first column of B.
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Matrix Product - example

• If A =

1 5
2 7
3 4

 and B =

[
8 4 3
2 5 8

]
,

• then A.B =

1 5
2 7
3 4

 .B =

[
8 4 3
2 5 8

]

• A.B =

1.8 + 5.2 1.4 + 5.5 1.3 + 5.8
2.8 + 7.2 2.4 + 7.5 2.3 + 7.8
3.8 + 4.2 3.4 + 4.5 3.3 + 4.8


• A.B =

 8 + 10 4 + 25 3 + 40
16 + 14 8 + 35 6 + 56
24 + 8 12 + 20 9 + 32

 =

18 29 43
30 43 62
32 32 41


• noting that order(l ×m)× order(m × n)→ order(l × n).
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• Matrix multiplication is distributive and associative

• i.e A(B + C) = AB + AC, (A + B)C) = AC + BC,
A(BC) = (AB)C.

• But generally not commutative.

• i.e. the products AB and BA are, as a rule, not equal.

• The commutivity rule does appliy, however, if one of the
factors is the identity matrix.

• i.e. AI = IA = A
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Transpose of a Matrix

• If the rows and columns of a matrix are interchange, the new
matrix so formed is called the transpose of the original
matrix.

• If A is the original matrix, its transpose is denoted by Ã or
AT .

• e.g A =

1 5
2 7
3 4

, then AT =

[
1 2 3
5 7 4

]
.

• If A = AT , the matrix is symmetric.

• If A = −AT , the matrix is skew-symmetric.
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AT .

• e.g A =

1 5
2 7
3 4

, then AT =

[
1 2 3
5 7 4

]
.

• If A = AT , the matrix is symmetric.

• If A = −AT , the matrix is skew-symmetric.



bg=whiteMatrix Addition Multiplication Transpose

Transpose of a Matrix

• If the rows and columns of a matrix are interchange, the new
matrix so formed is called the transpose of the original
matrix.

• If A is the original matrix, its transpose is denoted by Ã or
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