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Anomalous magnetic exchange in a dimerized quantum magnet composed of unlike spin species
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We present here a study of the magnetic properties of the antiferromagnetic dimer material CuVOF4(H2O)6 ·
H2O, in which the dimer unit is composed of two different S = 1/2 species, Cu(II) and V(IV). An applied
magnetic field of μ0Hc1 = 13.1(1) T is found to close the singlet-triplet energy gap, the magnitude of which
is governed by the antiferromagnetic intradimer J0 ≈ 21 K, and interdimer J ′ ≈ 1 K, exchange energies, deter-
mined from magnetometry and electron-spin resonance measurements. The results of density functional theory
(DFT) calculations are consistent with the experimental results. The DFT calculations predict antiferromagnetic
coupling along all nearest-neighbor bonds, with the magnetic ground state comprising spins of different species
aligning antiparallel to one another, while spins of the same species are aligned parallel. The magnetism in this
system cannot be accurately described by the overlap between localized V orbitals and magnetic Cu orbitals lying
in the Jahn-Teller (JT) plane, with a tight-binding model based on such a set of orbitals incorrectly predicting
that interdimer exchange should be dominant. DFT calculations indicate significant spin density on the bridging
oxide, suggesting instead an unusual mechanism in which intradimer exchange is mediated through the O atom
on the Cu(II) JT axis.

DOI: 10.1103/PhysRevB.104.214435

I. INTRODUCTION

Cooperative phenomena in materials known to exhibit
quantum critical points (QCPs) have been the subject of
consistent interest in condensed matter physics [1–3]. In
particular, systems of antiferromagnetically (AFM) coupled
S = 1/2 dimers have been known to exhibit two magnetic-
field-induced phase transitions; the first of which, at least,
involves the system passing through a QCP which, under
certain conditions, belongs to the Bose-Einstein condensate
(BEC) universality class [3,4].

In zero field (ZF) and at low temperatures, weakly interact-
ing S = 1/2 AFM dimers exist in a state of quantum disorder,
the ground state being composed of a sea of spin singlets (S =
0) situated against a backdrop of quantum fluctuations. Above
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this singlet ground state resides a degenerate excited triplet
state (S = 1), with the size of the singlet-triplet energy gap
dictated by the strength of the intradimer AFM Heisenberg
exchange interaction J0 > 0. The presence of any interdimer
exchange J ′ serves to disperse the excited triplet, giving a
band of excitations and reducing the size of the singlet-triplet
energy gap relative to the case for an isolated dimer.

Upon application of an external field, the system moves
through the first QCP, at Hc1, as the Zeeman interaction splits
the degenerate S = 1 triplet and lowers the energy of the Sz =
+1 state below that of the S = 0 singlet ground state, such that
at Hc1 the system enters a long-range XY -AFM ordered state.
Under certain conditions, the triplet excitations in the ordered
state can be described as bosonic quasiparticles [3]. Further
application of field eventually fully polarizes the spins along
the field direction, as the system enters a ferromagnetic (FM)
saturated state above Hc2.

In order for the excited triplet state to effectively map onto
a BEC of magnons picture, the transverse component of the
spins must spontaneously break the rotational O(2) symmetry
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[analogous to the U (1) symmetry present in an atomic BEC]
of the system at Hc1 [5]. Thus, any term which breaks the
rotational symmetry of the spin Hamiltonian prohibits the sys-
tem from being described within the BEC universality class
[6]. Dimers which exhibit an excited triplet state where the
crystal structure breaks the O(2) symmetry have been reported
previously [7,8].

However, we present here the magnetic properties of the
dimer system CuVOF4(H2O)6 · H2O [9], where the rotational
symmetry is broken not only by the structure, but also by the
spin species which make up the dimer unit. Within an applied
magnetic field, the system can be modeled as a lattice of
weakly coupled S = 1/2 AFM dimers interacting via Heisen-
berg exchange, with the magnetic properties summarized by

H = J0

∑

i

Ŝ1,i · Ŝ2,i +
∑

〈mni j〉
J ′

mni j Ŝm,i · Ŝn, j

− gμBμ0H
∑

i

Ŝz
m,i, (1)

where i and j denote dimers and m, n = 1, 2 label magnetic
sites [4,5]. We note that as the dimer-unit lacks a center of
inversion symmetry, there is the possibility of an additional
Dzyaloshinskii-Moriya interaction (DMI) term in the Hamil-
tonian of the form D · (S1 × S2). The magnitude of the DM
term can be estimated from the departure of the g factor from
the free electron value |D| ∼ (�g/g)J0 [10] and is typically
expected to be small as observed in the dimer Ba3Cr2O8

where (�g/g)J0 ∼ 1 K and J0 = 27.6(2) K [11,12].
In this paper we present ZF muon-spin relaxation data that

indicate an absence of magnetic order down to temperatures of
100 mK, typical behavior for a system of weakly interacting
dimers [4]. In addition, radio-frequency (RF) susceptome-
try measurements confirm the existence of two field-induced
phase transitions akin to behavior observed in other BEC class
dimers [12,13], and allow the magnetic phase diagram to be
elucidated.

Due to the exceptional energy resolution and relevant fre-
quency range, electron-spin resonance (ESR) is one of the
most appropriate experimental techniques to probe the singlet-
triplet excitations. Such transitions have been observed by
high-frequency ESR in many AFM spin dimers, such as:
SrCu2(BO3)2 [14,15] and CuTe2O5 [16] based on Cu(II)
(3d9, S = 1/2) ions; Ba3Cr2O8 [17,18] and Sr3Cr2O8 [18,19]
based on Cr5+ (3d1, S = 1/2). Here ESR measurements di-
rectly observe the closure of the singlet-triplet energy gap
in CuVOF4(H2O)6 · H2O and highlight several excitations in
the system, including a so-far-unidentified resonance which
appears to be unique to this system.

As detailed in Ref. [9], CuVOF4(H2O)6 · H2O is composed
of the two unlike S = 1/2 ions, Cu(II) (3d9) and V(IV) (3d1),
linked via a lambda-shaped Cu–O–V bond. Work in Ref. [9]
showed that the formation of this Cu–O–V bond relies on the
Jahn-Teller (JT) distortion of the Cu(II) octahedra, and replac-
ing Cu(II) with other M(II) transition-metal ions (M = Ni,
Zn, Co) results in the M(II) and V(IV) ions forming isolated
octahedra. In this work we demonstrate that the JT-active Cu
is not only responsible for the polar structure, but also the
low-dimensional magnetism in the system. Density functional
theory calculations show that the unlike spin species likely

play an important role in the intradimer exchange mecha-
nism in this compound, which appears to be distinct from
the exchange coupling picture, typical for Cu(II) magnets, of
overlapping d orbitals within the JT plane.

II. RESULTS

A. Structure

Single-crystal x-ray diffraction data indicate
CuVOF4(H2O)6 · H2O crystallizes into an orthorhombic
structure with polar space-group Pna21, in agreement
with Ref. [9]. (A full structural report can be found
in the Supplemental Material (SM) [20] which also
includes Refs. [21–23]) The magnetic structure of
CuVOF4(H2O)6 · H2O is based on a lattice of weakly
interacting antiferromagneticaly coupled S = 1/2 dimers.
The dimeric-unit itself is composed of two differing S = 1/2
ions, V(IV) and Cu(II), both of which reside in octahedral
environments of the form VF4O2, Fig. 1(a), and CuO6,
Fig. 1(b). Figure 1(c) shows that the Cu(II) and V(IV) ions are
linked via a bent Cu–O–V bond [with a Cu–O–V bond-angle
of 142.87(5)◦ and though-bond distance between the Cu and
V ions of 3.942(2) Å] and by a single Cu–O–H · · · F–V bond.

Where the Jahn-Teller axis of the Cu directs along the
bridging Cu–O bond, the unpaired electron (3d9) of the metal
center is expected to reside in the dx2−y2 orbital, oriented in
the plane perpendicular to this bond and directed along the
shorter Cu–O bonds which lie within the JT plane. For V,
density functional theory (DFT) calculations (outlined below)
indicate significant spin density between the V–F bonds, also
perpendicular to the Cu–O–V bond. It should be noted that
JT-active Cu(II) systems often exhibit extreme low dimen-
sionality, as the reduced orbital overlap along the JT direction
typically leads to strong superexchange interactions only
along pathways perpendicular to the JT axis, such as in the
quasi-two-dimensional [Cu(HF2)(pyz)2]SbF6 [24] and quasi-
one-dimensional Cu(NO3)2(pyz)3 [25] (pyz = pyrazine =
C4H4N2) molecule-based magnets. As the magnetic orbitals
of both the Cu and V lie within the plane of the equatorial
ligands of each octahedral environment, one might expect that
the minimal orbital overlap along the Cu–O–V bond direction
would lead to the intradimer exchange coupling (J0) being
mediated along the intradimer Cu–O–H · · · F–V H-bond path-
way, seen in Fig. 1(c). H bonds have previously been shown
to be highly effective mediators of superexchange interactions
in low-dimensional magnets, such as [CuF2(H2O)2(pyz)] [26]
and CuSO4(C2H8N2) · 2H2O [27]. However, it is shown later
that this is not the case for this material.

Weak H bonds between the dimers form a complex 3D in-
terdimer network, outlined in detail in [9]. Only the interdimer
H bonds between equatorial ligands are expected to mediate
significant magnetic exchange, as the magnetic orbitals of
both transition-metal ion species lie within the plane of the
equatorial ligands, with no spin density located on the axial
water ligands of either species (see DFT below). As such, the
primary interdimer exchange is expected to act within the bc
plane via the H-bond network shown in Fig. 1(d), resulting in
each dimer having four nearest dimer neighbors n = 4. There
may also be some very weak exchange along a (J ′′). Most
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FIG. 1. Local octahedral environment of (a) V(IV) and
(b) Cu(II). Red-striped bonds indicate the Jahn-Teller axis of the
Cu(II) octahedra. (c) Dimer unit with intradimer H bonds (blue-
striped bonds) through equatorial ligands and uncoordinated water
molecule. (d) Interdimer H-bond network within the bc plane ex-
pected to mediate primary interdimer exchange (J ′). Uncoordinated
waters are omitted for clarity. (e) Packing of the dimers along a
showing equatorial H bonds expected to mediate secondary inter-
dimer exchange (J ′′) assumed to be very small; see text. H bonds
between axial and uncoordinated waters omitted for clarity. Structure
is determined from single-crystal x-ray diffraction data collected at
150 K; see the SM [20].

H-bond pathways along a involve a JT (pseudo-JT) axis of
the Cu (V), such that the equatorial H bonds highlighted in
Fig. 1(e) (which bridge adjacent Cu and V ions along a) are
the most probable J ′′ exchange pathways. It should be noted
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FIG. 2. Quasistatic DC-field magnetic susceptibility χ (T ) for an
orientated single crystal of CuVOF4(H2O)6 · H2O measured in an
applied field of μ0H = 0.1 T. Solid lines are a global fit of Eq. (2) to
both data sets as described in the text.

that adjacent Cu octahedra throughout the lattice are arranged
in a staggered fashion (likewise for adjacent V octahedra), as
seen in Fig. 1(e), indicating a staggered g tensor within the
system.

B. Magnetometry

1. SQUID magnetometry

Figure 2 shows the static magnetic susceptibility [χ (T )]
for a single crystal of CuVOF4(H2O)6 · H2O with field ori-
entated parallel and perpendicular to the crystallographic a
axis (which lies close to parallel with the Cu–O–V bond).
Upon decreasing temperature, χ (T ) data in both orientations
rise to a broad hump centered around 15 K, decrease down
to T ≈ 3 K, and then exhibit a slight upturn at T < 3 K;
behavior typical of AFM coupled spin-half dimers. Over the
measured temperature range, 1.8 � T � 300 K, χ (T ) can
well described using a Bleaney-Bowers model with mean-
field interactions χb(T ) [12,28] of the form

χ = (1 − ρ)χb(T ) + ρχpm(T ), (2)

where χpm(T ) models the low-temperature paramagnetic tail
and ρ captures the fraction of the sample attributable to un-
coupled S = 1/2 spins due to impurities and broken dimers,
or, possibly arising from the staggering of the local g tensor
as seen in staggered S = 1/2 chains [29,30] (the full form of
Eq. (2) can be found in the SM [20]). The χ (T ) data sets were
fit simultaneously sharing J0, J ′, and ρ as global parameters,
but with g factors free to vary for each data set. The resultant
fit is shown in Fig. 2 (solid lines) and returns parameters
of J0 = 21.3(1) K, J ′ = 1.3(1) K (taking n = 4 from the
structure), and ρ = 2.5(1)%. The extracted g factors of ga =
2.1(1) and gbc = 2.0(1) are in excellent agreement with the
values determined from ESR measurements discussed below.

2. Radio frequency susceptometry

Figure 3(a) shows the field dependence of the differential
magnetization (dM/dH) measured at various temperatures for
a single crystal of CuVOF4(H2O)6 · H2O, with field parallel
to a, measured using a radio-frequency oscillator technique
[31–33]. Measurements were performed using quasistatic
fields to mitigate magnetocaloric effects known to be present
in dimer systems in rapidly changing magnetic fields [34,35].
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FIG. 3. (a) Dynamic susceptibility dM/dH measured at several
temperatures using radio-frequency (RF) susceptometry with field
parallel to the a axis. Data are offset at each temperature for clarity.
Normalized magnetization (M/Msat) (b) and its second derivative
(d2M/dH2) (c) measured at T = 0.34 K extracted from the RF
susceptometry. The positions of the first and second critical fields,
Hc1 and Hc2, derived from d2M/dH2, are marked with dashed lines
in (b) and (c). The minimum feature in d2M/dH2, discussed in text,
is marked with an asterisk.

At low temperatures, dM/dH exhibits two peaklike fea-
tures centered around 14.5 and 18.5 T, which coalesce and
become unresolvable as separate peaks for 1.68 < T � 2 K.
Typically in S = 1/2 dimer systems, sharp cusps are observed
in dM/dH at the critical fields Hc1 and Hc2 [4,34]. The
reason for the broad nature of the features in dM/dH here
is unknown, but could arise due to H-bond disorder within
the complex interdimer exchange network, giving rise to a
distribution in the superexchange between neighboring tran-
sition metal sites and a smearing of the transition features in
dM/dH [36].

The magnetization M(H), shown in Fig. 3(b), is extracted
by integrating the measured dM/dH response. The low-
temperature M(H) response is typical for a system of weakly
interacting S = 1/2 AFM dimers [4,13], with a sharp upturn
at H = Hc1 corresponding to the closing of the singlet-triplet
energy gap and a leveling off at H = Hc2 indicating the spins
are fully polarized along the field direction at Hc2.

Figure 3(c) shows the peaks in the second derivative of
the M(H) (d2M/dH2) that we use to track the positions of
Hc1 and Hc2, as done previously for other dimer systems [37].
The minimum in d2M/dH2 between the two critical fields,
marked with an asterisk, disappears for 1.68 < T � 2 K. This
is the same temperature range where the two peak features in
dM/dH coalesce [Fig. 3(a)] and provides a consistent esti-
mate for the temperature limit beyond which the two critical
fields can no longer be resolved.

C. Electron-spin resonance

1. X-band ESR

Figure 4 displays the low-temperature electron-spin res-
onance (ESR) spectra (the derivative of the absorption)
measured at a frequency of ν = 9.35 GHz. The top panel
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FIG. 4. Top panel shows X -band ESR spectra of
CuVOF4(H2O)6 · H2O for H ‖ a (black curve) and H ‖ b (red
curve) measured at 4.0 K. Inset shows schematic energy-level
diagram for interacting S = 1/2 dimers. Bottom panel shows the
temperature evolution of ESR spectra for H ‖ a.

compares spectra for field along the a and b axis. For field
along a (black curve) the spectrum consists of four peaks
indicated with arrows. Upon increasing temperature the mag-
nitude of the three most intense peaks diminishes, indicating
these resonances can be attributed to free paramagnetic ions
with g factors: 1.95, originating from V(IV); 2.37, originating
from Cu(II); and 2.05, which is likely due to Cu(II) impurities.
However, we note the additional possibility of an uncompen-
sated moment on the dimer due to the nonidentical spins. This
would likely manifest as a g factor between that of the Cu and
V values. The weak peak marked τ corresponds to transitions
(�Sz = ±1) that occur within the excited triplet state. For
field along b only two peaks can be resolved: that arising
from V(IV) with g = 1.965 and a very intense absorption
with g = 2.15 which derives from transitions within the triplet
and Cu(II) impurities. These results are in agreement with the
magnetometry, which also suggests the presence of a small
component resembling free S = 1/2 ions within the sample.

The temperature evolution of the ESR spectra with H ‖ a
is shown in the bottom panel of Fig. 4. As expected, upon
increasing temperature the intensity of the transitions within
the excited triplet (τ peak) increases rapidly as their popu-
lation increases, while the intensities of the other transition
peaks decreases. Above 10 K, the triplet transitions dominate
the excitation spectrum exhibiting a maximum intensity at
17 K, in agreement with the hump around 15 K seen in χ (T )
(Fig. 2 above). At 10 K, the g factor of the τ mode with
H ‖ a is 2.14 and grows to 2.155 upon warming to room
temperature T = 295 K. The g factors along the principal
axes are therefore ga = 2.145, gb = 2.046, and gc = 2.055 at

214435-4



ANOMALOUS MAGNETIC EXCHANGE IN A DIMERIZED … PHYSICAL REVIEW B 104, 214435 (2021)

0 2 4 6 8 10 12 14
0

2

4

6

8

10

12

H || a

G3
G2

G3

DPPH

τ
G2

G2

G1

G1

G1

G1

180 GHz

130 GHz

105 GHz

T = 1.85 K

60 GHz

T
ra
n
sm
it
ta
n
ce
(a
rb
.
u
n
it
s)

Magnetic field (T)

DPPH

τ

τ

τ

FIG. 5. ESR spectra of CuVOF4(H2O)6 · H2O at different radi-
ation frequencies measured at 1.85 K with H ‖ a. A sharp peak
marked “DPPH” corresponds to the absorption by the field marker
compound. The peaks labeled τ and G1,2,3 are as described in the
text.

20 K and ga = 2.155, gb = 2.039, and gc = 2.047 at room
temperature; see the SM [20].

2. High-frequency ESR

Figure 5 shows the ESR spectra measured at frequencies
of ν = 60, 105, 130, and 180 GHz for field applied approx-
imately along the dimer axis (H ‖ a) with multiple modes
observed in the spectra (τ , G1, G2, and G3) that can be cat-
egorized based on their field dependence.

The field position of the τ mode, and the several satellite
peaks arising from free paramagnetic spins, increases linearly
with the radiation frequency hν = gμBμ0H ; behavior typical
for paramagnetic ions and transitions within the excited triplet
of a dimer system. These modes are high-field extensions
of the excitations observed in the X -band spectra discussed
above.

The Gn modes have a finite energy in zero-field �Gn , such
that �Gn decreases upon increasing field. This is typical be-
havior of singlet-triplet transitions whose frequency follows
hν = h�Gn − gμBμ0H , where �Gn corresponds to the energy
gap between the S = 0 singlet ground state and Sz = +1
triplet state. Often, singlet-triplet transitions are forbidden in
simple dimers, however, the presence of a nonzero DMI or
an alternating g tensor can serve to mix the wave functions
of the spin-singlet ground state and spin-triplet exited states,
permitting singlet-triplet transitions [17].

Normally, ESR experiments probe transitions at the center
of Brillouin zone (� point), at k = 0. However, under certain
circumstances transitions at nonzero k can be observed due
to Brillouin zone folding [17,18,38]. Therefore, we assign the
most intense mode G1 to singlet-triplet excitations at the �

point while the other modes G2 and G3 are attributed to similar
transitions which occur at nonzero k.

The frequency dependence of the peak positions at 1.85 K
is shown in Fig. 6. Solid lines show the best fit of the data ob-
tained using g = 2.145 taken from the X -band measurements,
the fit returns values of �G1 = 398(3) GHz [19.1(1) K] and
�G2 = 485(3) GHz [23.3(1) K].
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FIG. 6. Frequency-field dependence of the ESR transitions in
CuVOF4(H2O)6 · H2O measured at 1.85 K with H ‖ a. Solid lines
are the best fit of the data with g = 2.145 as obtained from the X -
band measurements (Fig. 4). Dashed line marks the first critical field
μ0Hc1 = 13.1 K, obtained from RF-susceptometry measurements at
T = 0.34 K with H ‖ a.

Typically, the ESR spectra of similar dimer compounds
[17,18] exhibits two modes, �G1 and �G2 , which provide in-
formation about the strength of the intradimer and interdimer
coupling. The singlet-triplet zero-field splitting is dictated by
the intradimer coupling J0 while the interdimer interaction
J ′ determines the dispersion of the triplet state. Values of J0

and J ′ can be estimated within the random phase approxi-
mation [39,40] (where h�G1,G2 = J0 ∓ 2J ′ for n = 4 nearest
neighbors) which returns parameters of J0 = 21.0(2) K and
J ′ = 1.0(1) K, in excellent agreement with magnetometry
data. Extrapolating the G1 mode to zero-frequency estimates
values of μ0Ha

c1 = 13.3(2) T and μ0Hb
c1 = 14.0(2) T for field

along the a and b axis, respectively, which is close to the
critical field of 13.1(1) T, for field along the a axis, extracted
from RF susceptometry (dashed line Fig. 6).

The phase transition occurs at the point when the Zee-
man interaction closes the singlet-triplet energy gap. Upon
increasing field, the singlet-triplet energy gap need not strictly
close at the � point but may close at another point within the
Brillouin zone. While ESR measurements are sensitive to the
� point, the bulk magnetometry probes the whole Brillouin
zone. Thus, the critical fields extracted from ESR data must
fall between the magnetic-field range outlined by the values
of Hc1,2 determined from magnetometry measurements, as
reported in the dimer compound Ba3Cr2O8 [17], and in line
with the results in this work.

The observation of a third mode G3 in the ESR spectrum
is unexpected, as only two modes are observed in the ESR
spectrum of similar dimer materials [17–19]. While the origin
of this mode is presently unclear, further ESR experiments are
planned to investigate the possible existence of a DMI, and to
elucidate the effect this may have on the field dependence of
the dimer energy levels, as outlined in [41].
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D. Muon-spin relaxation

Zero-field positive-muon-spin-relaxation (μ+SR) spectra
(inset Fig. 7) show very little temperature dependence, and
do not show any oscillations in the asymmetry (that would
be characteristic of magnetic order) down to 0.1 K; see the
SM [20] which also includes Refs. [42–45]. The spectra are
instead characterized by exponential relaxation due to fluctu-
ating electronic moments and a slowly relaxing contribution
due to muons implanting at sites not sensitive to these elec-
tronic moments. The observation of exponential relaxation
due to fluctuating electron moments is distinct from the be-
havior of the S = 1/2 dimer system [Cu(pyz)0.5(gly)]ClO4

(gly = C2H5NO2), for which only Gaussian relaxation, due to
disordered nuclear magnetic moments, is observed [4]. This
implies that either the amplitude of the fluctuating field at
the muon site is larger in the Cu-V system or (assuming a
fast-fluctuation limit typical of this temperature regime) that
the characteristic fluctuation rate of the electronic moments is
lower.

We also carried out longitudinal-field (LF) μ+SR mea-
surements on CuVOF4(H2O)6 · H2O at T = 1.2 K for 0.5 �
B � 2000 mT (B = μ0H) to investigate the spin dynamics.
The field dependence of the LF relaxation rate can be used
to determine the nature of transport of the spin excitations
(i.e., ballistic or diffusive) as the spin autocorrelation func-
tions have different spectral densities in the two cases. For
one-dimensional (1D) diffusive transport, the spectral den-
sity f (ω) has the form f (ω) ∼ ω−1/2 [46], which leads to a
λ ∝ B−1/2 power-law relation. In contrast, for ballistic trans-
port, f (ω) follows a logarithmic relation f (ω) ∝ ln(c/ω),
or λ ∝ ln(c/B), where c is a constant. In our case, for ap-
plied fields greater than 20 mT, above which the relaxation
due to quasistatic nuclear moments is sufficiently quenched,
the field dependence of the relaxation rate is well described
by a power-law fit of the form λ = aB−n (see Fig. 7). We
note that neither a logarithmic field-dependence describing
ballistic spin transport (or 2D diffusive transport [46]) nor

(a)

(b)

FIG. 8. Spin density distribution for the ground-state magnetic
structure obtained from DFT. Orange and green isosurfaces repre-
sent regions with significant up and down spin density, respectively.
(b) View of a single dimer in an antiferromagnetic configuration. The
color coding of the atoms here is the same as it is in Fig. 1.

a Redfield model [45], appropriate for a dense array of ran-
domly, dynamically fluctuating spins, can accurately describe
the data. We obtain an exponent n = 0.38(4), which is in rea-
sonable agreement with the theoretical value n = 0.5 for 1D
diffusive transport and similar to the values n = 0.35 and n =
0.42 measured for the 1D Heisenberg antiferromagnetic chain
compounds DEOCC-TCNQF4 [47] and Cu(pyz)(NO3)2 [48],
respectively, suggesting that the low frequency excitations in
our material at this temperature are diffusive and primarily
constrained to one dimension. Diffusive spin excitations are
possible at low energy in an exchange-coupled network in
general terms, owing to conservation laws for the components
of magnetization and energy. Although one would not expect
diffusion in a system of isolated dimers, the existence of the
interdimer coupling in this system might allow such long-
wavelength excitations to occur and explain the behavior we
have observed.

E. Density functional theory

To identify the significant exchange pathways within the
system, we carried out spin-polarized density functional the-
ory (DFT+U ) calculations using the plane-wave basis-set
electronic structure code CASTEP [49]. Details of these calcu-
lations can be found in the SM [20] alongside Refs. [49–63].
The spin-density distribution for the ground-state magnetic
structure identified by our calculations is shown in Fig. 8.
As shown in Fig. 8(a), the spins of the Cu and V ions
within a dimer are aligned antiferromagnetically, Cu and V
spins belonging to neighboring dimers are also aligned an-
tiferromagnetically. As a result, the magnetic ground state
can be thought of as comprising interpenetrating Cu and V
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ferromagnetic sublattices. In Fig. 8(b) we show the spin den-
sity distribution across a single dimer when the system is in
the ground state. There is significant spin density on the Cu
and V ions and also on the O atom joining the Cu and V
within a dimer, with this spin density having the opposite sign
to the V ion within the dimer. As anticipated from the crystal
structure, DFT finds that the magnetic orbitals of the Cu ion lie
along the Cu–O bonds within the Jahn-Teller plane, inducing
spin density in these O atoms. On the other hand, the O atoms
on either end of the dimer carry very little spin density. For
the V ion, the magnetic orbitals lie in-between the V–F bonds
and the spin density on the F atoms is relatively small. The
central O atom lies along the JT axis of the Cu ion, suggesting
that its spin instead results from an AFM interaction with the
V atom, with which it shares a short bond (≈1.6 Å).

By considering the DFT energies corresponding to sev-
eral collinear spin configurations, we calculated the exchange
constants associated with each of the exchange pathways.
The calculated exchange constants depend very strongly on
the value used for the Hubbard U , as has previously been
found for systems based on Cu [56] and V [64]. For U =
5 eV on both the Cu and V d orbitals, we obtained a value
J0 = 24.7(6) K for the intradimer exchange, which is broadly
consistent with the experimental value. This value of U results
in an interdimer coupling constant J ′ = 8.6(15) K for the
exchange within the bc plane, which is significantly larger
than experiment, though we note that smaller values of J ′ are
obtained when using larger values of U (see the SM [20]).
The interdimer exchange along a between Cu and V ions on
adjacent dimers [likely via the H bonds shown in Fig. 2(e)]
was found to be <0.6 K and hence its sign cannot be deter-
mined unambiguously within the uncertainties associated with
these calculations. (Any coupling along a between two Cu, or
two V, ions on adjacent dimers would be expected to be even
weaker, as these H-bond pathways involve one or multiple JT
or pseudo-JT axes.) These results show that each dimer cou-
ples antiferromagnetically to its four nearest neighbors in the
bc plane, with only very weak coupling between dimers along
the a-axis direction. This is in agreement with the exchange
network posited from inspecting the structure.

More insight into how the magnetism in this system de-
rives from the electronic structure can be obtained from the
spin-polarized band structure and density of states (DOS),
shown for the ground state magnetic configuration in Fig. 9.
We note that this band structure and DOS is not typical of
those obtained for an AFM system (see, for example, those
for other AFM configurations in Fig. S8 in the SM), which
typically exhibit pairs of degenerate spin-up and spin-down
bands, and equal DOS in the two spin channels. This is due to
the fact that the spin centers in the present system belong to
two distinct species, and in the ground state all of the spins
belonging to the same species point in the same direction.
Despite this, and the fact that the ordered moments on Cu and
V are not equal, the integrated DOS of the occupied states in
each spin channel is equal, such that the system has no net
magnetization, consistent with ESR data and the absence of
any hysteresis in M(H) (Fig. S1 in [20]). Within 1 eV of the
Fermi energy, the band structure is characterized by two sets
of dispersionless bands, indicative of localized states, 0.4 eV
above and below the Fermi energy, corresponding to states
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FIG. 9. Spin-polarized band structures for each of the magnetic
ground state and the density of states for each spin channel. Bands
corresponding to spin-up and spin-down are indicated by red and
blue lines, respectively. The density of states are shown projected
onto each atomic species.

localized on V and Cu, respectively. The V-centered states
also have contributions from the F atoms the V is bonded to,
while the Cu-centered states have contributions from the O
atoms lying in the JT plane. These localized Cu and V states
occupy the same spin channel despite the system being in an
antiferromagnetic state. We can rationalize this by noting that
these Cu orbitals are unoccupied and it is instead occupied Cu
states that lie well below the Fermi energy that give rise to the
moments on the Cu. These form part of an overlapping set of
bands located around 2 to 6 eV below the energy and are not
as well localized as the unoccupied Cu states. As we discuss
later, these lower-lying Cu states are likely to play a key role
in determining the magnetism in this system.

To more directly assess the exchange between pairs of
magnetic ions, we devised a tight-binding model using Wan-
nier orbitals derived from the two sets of four bands just below
and above the Fermi energy (the construction of this model
is described in detail in the SM [20]). Our model therefore
includes eight Wannier orbitals, with four centered on Cu
ions and four centered on V ions, as shown in Fig. 10. A
tight-binding model constructed from these Wannier orbitals,

(a) (b)

FIG. 10. The two distinct classes of maximally localized Wan-
nier functions, which are localized either on (a) Cu or (b) V. Orange
and green isosurfaces correspond to positive and negative values for
the Wannier function, respectively.
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including only those overlaps corresponding to hopping be-
tween nearest-neighbor ions, is able to successfully reproduce
the main features of these bands. Within this model, the in-
tradimer hopping t = 2.87 meV (33.3 K) is found to be nearly
an order of magnitude smaller than the effective interdimer
hopping t ′ = 17.1 meV (198.4 K) between dimers in bc plane
(variations in the interdimer hopping are discussed in detail in
the SM). The relative sizes of these hopping deviate strongly
from the calculated and experimental exchange constants, but
can be explained from the shapes of the Wannier orbitals.
Both Cu- and V-centered orbitals lie perpendicular to the
dimers and therefore the overlap between orbitals on adjacent
dimers within the bc plane is much stronger than the overlap
between orbitals along the dimer. We note that a similar tight-
binding model based on Wannier orbitals was able to describe
the magnetic interactions in copper-pyrazine antiferromagnets
[65]. However, in those systems superexchange is mediated
by pyz ligands lying in the JT plane, with the shapes of the
Wannier orbitals reflecting this. This is in stark contrast to
our system, where the principal exchange is along the JT axis,
and where it appears that the magnetism cannot be accurately
described by considering only hopping between localized or-
bitals near the Fermi energy.

Taken together, the results of this suite of calculations
indicate that the magnetism in this system cannot be simply
described in terms of superexchange between localized Cu
and V orbitals. While the occupied V orbitals are highly
localized and close to the Fermi energy, the Cu orbitals that
give Cu its magnetic moment lie among a set of overlapping
bands much further below the Fermi energy. The DFT total-
energy approach used to calculate exchange constants takes
into account all of the electrons in the system and yields
exchange constants that are qualitatively consistent with those
from experiment, unlike the hopping parameters derived from
our tight-binding model, which instead suggests intradimer
exchange should be dominant. It is therefore likely other
atoms within the dimer play a key role in determining the
magnitude of the intradimer exchange. This is likely to include
the central O atom joining Cu and V atoms within a dimer, as
this atom is found to have a significant spin density and could
therefore be responsible for mediating the exchange within a
dimer.

III. DISCUSSION

The positions of Hc1,2 obtained from the magnetometry
experiments show some dependence on the orientation of
the sample relative to the applied magnetic field, which we
ascribe predominantly to g-factor anisotropy. Our orientation-
dependent ESR measurements enable us to determine g
factors for measurements made with an applied field along all
three principal crystallographic axes [20]. Scaling our values
of Hc1,2 measured with H ⊥ a using gb = 2.046 and plotting
them as (gb/ga)μBBc1,2 (where Bc1,2 = μ0Hc1,2), we find that
the values of Hc1,2 for both orientations very nearly coincide
with one another as shown in Fig. 11. The red 2 K datapoint
(measured with H ‖ a) indicates the upper temperature limit
for the existence of the triplet excited state, as estimated using
RF susceptometry. Reference [66] permits one to estimate the
upper temperature limit of the XY -AFM ordered state to be

FIG. 11. Temperature-field phase diagram for CuVOF4(H2O)6 ·
H2O where gi denotes g factors with field along i = a, b as de-
scribed in the text. Blue shaded region serves as a guide to the eye
to highlight phase boundaries that enclose the excited triplet state.
Red shaded region indicates the quantum disordered (QD) state at
fields below Hc1 while FM indicates the ferromagnetically saturated
state above Hc2. Upper limit for the dome marked with red circle at
T = 2.0(1) K.

Tmax ≈ nJ ′/4, which for our material returns Tmax ≈ 1.4(2) K,
which is in reasonable agreement with our susceptometry
evidence that the dome closes within the temperature region
1.6 < T < 2.0 K.

Despite correcting for g-factor anisotropy, a slight
anisotropy is still observed between similar temperature Hc1,2

values determined with H ‖ a and H ‖ b. The cause of this
may be the smearing out of the positions of Hc1,2 due to
dislocations in the extensive H-bond network, as described
above. The lack of an inversion center between the Cu and
V ions may also permit the existence of a small DMI, which
could lead to an additional orientation dependence of Hc1,2

[7,11].
The temperature-field phase diagram in Fig. 11 is a result

of both the intradimer exchange J0 and the interdimer ex-
change J ′. As χ (T ), ESR and DFT calculations suggest J ′
is AFM, at low-temperature the critical fields relate to J0 and
J ′ via [66]

gμBBc1 = J0 − nJ ′/2, gμBBc2 = J0 + nJ ′, (3)

where n = 4 is the number of nearest dimer neighbors, as
determined from DFT calculations.

Using the critical field values at T = 0.34 K and g factors
from ESR, Eqs. (3) return parameters of J0 = 22.1(6) K and
J ′ = 1.4(2) K (n = 4), in excellent agreement with χ (T ) and
ESR. The system can therefore be well approximated using an
isotropic dimer model with weak interdimer interactions [66].

As described above, crystal architectures composed of
JT-active Cu(II) octahedra have previously been shown to
promote low-dimensional magnetic behavior [24,67–69]. The
dx2−y2 orbital of the Cu lies within a plane perpendicular
to the JT axis, resulting in minimal orbital overlap between
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adjacent Cu ions bonded along a JT axis, and hence very weak
magnetic exchange in this direction. This is reflected in our
DFT calculations [Fig. 8(b)], which show an increased spin
density, arising from the dx2−y2 orbital, along the equatorial
Cu–OH2 bonds, perpendicular to the axial O–Cu–OH2 JT
bond direction.

Similarly, the presence of a pseudo-JT distortion in six-
coordinate V(IV) (3d1) complexes can also facilitate the
emergence of low-dimensional magnetism [70,71]. For non-
polar octahedra, an axial elongation results in the 3d1 electron
occupying the degenerate dxz and dyz orbitals, while an ax-
ial compression leads to the 3d1 electron inhabiting the dxy

orbital. (Typically, axial compression is favored in 3d1 octa-
hedra, as occupying the dxy orbital offers the greater energy
saving compared to occupying one of the degenerate dxz or dyz

orbitals [72].) In the present case, the shortened V=O double-
bond [1.6083(8) Å] and elongated V–OH2 bond [2.2903(7)
Å] of the polar VF4O2 octahedra makes it difficult to ascer-
tain which orbital the 3d1 electron occupies by inspecting
the structure alone. However, DFT calculations in Fig. 8(b)
show an increased spin density between the V–F ligands in
the bc plane, indicative that the 3d1 electron occupies the dxy

orbital.
As anticipated, DFT calculations find negligible

spin-density located on the axial water ligand of either
the Cu or V octahedra. Therefore, while the axial waters do
form H bonds between adjacent dimers along a, the interdimer
magnetic exchange will occur primarily within the bc plane
via the H-bond network outlined in Fig. 1(d). Furthermore, the
only H-bond pathway along a which is not via an axial water
[blue-striped bonds, Fig. 1(e)] is found by DFT to mediate
a vanishingly weak exchange, such that the system can be
considered to be a magnetically 2D network of S = 1/2
dimers.

The interdimer exchange within this 2D network (bc plane)
is estimated to be J ′ ≈ 1 K, while the intradimer exchange is
determined to be much greater at J0 ≈ 21 K. Therefore, the
exchange pathway which mediates J0 must be considerably
more efficient than the J ′ exchange pathways. The interdimer
Cu–O–H · · · F–V bonds which mediate J ′ fall within the range
6.51–6.656 Å, which is very similar in length to the intradimer
Cu–O–H · · · F–V bond 6.553 Å [Fig. 2(c)]. It is therefore
unlikely the strong J0 is mediated along the intradimer H-bond
pathway. Instead it seems apparent that the bridging oxide,
which DFT shows as harboring significant spin-density and
which is located along the JT axis of the Cu, is involved in
mediating the intradimer exchange. For the reasons outlined
above, significant exchange through a JT bond is very rare.
However, a similar scenario has been encountered once before
in the 2D AFM chain compounds CuX2(pyz); where X = Cl,
Br, F [73–75]. In this case, however, magnetic exchange is
mediated along Cu–X2–Cu bibridges, for which only one of
the X–Cu–X bridges lies along the JT axial direction, while
the other lies in the plane containing the dx2−y2 magnetic
orbital [75]. This means that, in the present case, the manner
in which the intradimer exchange is mediated through the O
atom on the Cu(II) JT axis remains unusual [76].

The two distinct S = 1/2 species in CuVOF4(H2O)6 · H2O
exhibit very different behavior, with the occupied magnetic or-
bitals for V being highly localized states located just below the
Fermi energy, whereas the occupied Cu states lie significantly
lower in energy and are more delocalized. The tight-binding
model, based on Wannier orbitals localized around the Cu
and V, successfully reproduces the electronic band structure
of the system in the vicinity of the Fermi energy, but fails to
accurately describe the magnetic properties of the system. In
contrast, DFT calculations, which also consider the delocal-
ized bands below the Fermi energy, are able to qualitatively
describe the magnetism within the compound. We hypothesise
that the strong V=O double bond allows the vanadyl species
to donate a sizable portion of its spin density to the bridging
oxide, leading to the Cu and V ions coupling antiferromagnet-
ically, via the delocalized bands below the Fermi energy, to
form an AFM spin-half dimer. This demonstrates that the JT
distortion, coupled with the unlike nature of the spin species,
is not only responsible for the polar crystal structure [9] but
also, by driving the formation of the Cu–O=V bond, estab-
lishes the effective intradimer exchange pathway within the
dimer units. This is completely different to the usual way in
which JT physics drives low-dimensional magnetism in other
Cu(II) systems.
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