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Brief introduction to neutrinos

• We have known for a while that we have three flavors of neutrinos that 
only  interact weakly 

• The biggest discovery for neutrinos was the fact that they oscillate 
(SuperKamiokande, SNO, KamLand…) 

• We “understand” oscillation physics and have measured most of the 
oscillation parameters with some precision 

• Oscillation implies that neutrinos are massive particles, in contradiction 
with the Standard Model 

• While massive neutrinos are a first glimpse of new physics, many open 
questions of neutrinos could lead to paradigm shifting discoveries!
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How to give mass to the neutrinos

In Standard Model: 

✓ Neutrinos are created exclusively via weak interactions 

✓ The charged boson W± only couples to left-handed particles 
(right-handed antiparticles) 

✓ All neutrinos (antineutrinos) and produced left-handed (right-
handed) 

✓ No evidence of right-handed neutrinos  

✓ Without right-handed fields, neutrinos remain massless 
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How to give mass to the neutrinos

• Simplest: extend particle content of SM to add right-
handed neutrino fields
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How to give mass to the neutrinos
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The resulting neutrino Yukawa couplings are at least 5 orders of 
magnitude smaller than that of the electron. Why?

This doesn’t seem natural…



What we know we don’t know

• What are the absolute neutrino masses? 

• What is the mass hierarchy (ordering) 

• Is there CP violation? What is !CP? 

• What is the nature of neutrinos (Dirac or Majorana)? 

• Are there sterile neutrinos?
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What we know we don’t know

What are the absolute neutrino masses?
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The resulting neutrino Yukawa couplings are at least 5 orders of 
magnitude smaller than that of the electron. Why?



What we know we don’t know
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What is the masse ordering?

("m2)sol ~ 10-5 eV2 

("m2)atmo ~ 10-3 eV2

➡ Simplify oscillation predictions significantly 
➡ Constrain GUT 
➡ Guidance to 0#$$ experiments



What we know we don’t know
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Is there CP violation? What is !CP?

Anti-Matter ⇒ Matter ??? 

CP violation!

Equal amount of matter and anti-matter(?)

Matter domination!



What we know we don’t know
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What we know we don’t know
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What is the nature of neutrinos (Dirac or Majorana)?
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Is each neutrino mass eigenstate ν —

or  

a Dirac fermion

a Majorana fermion ν = ν

ν ¹ ν

Why is it so hard for us to find
the answer to this question?
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Is each neutrino mass eigenstate ν —

or  

a Dirac fermion

a Majorana fermion ν = ν

ν ¹ ν

Why is it so hard for us to find
the answer to this question?

−LD = mν νL νR +H.c −LM = mν νL νcL +H.c

4 degrees of freedom: 
• LH particle 
• RH particle 
• LH anti-particle 
• RH anti-particle

2 degrees of freedom: 
• LH particle/antiparticle 
• RH particle/antiparticle 



Getting the big picture out of the answers

12

Absolute Mass

Nature 
Majorana/Dirac

Mass Ordering

CP violation

Sterile Neutrinos



Getting the big picture out of the answers

13

Absolute Mass

Nature 
Majorana/Dirac

Mass Ordering

CP violation

Sterile Neutrinos



What if neutrinos are Majorana particles?

• That makes neutrinos even more special! 

• It could give constraints for the absolute neutrino mass  

• It provides strong basis on neutrino mass mechanism (new 
mechanism beside Higgs one) 

• It give serious ground to Leptogenesis (Majorana neutrinos are 
an excellent ingredient) 

• It proves that the Standard Model is only a low-energy effective 
theory AND it gives the scale of new physics!
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Searching for Majorana neutrinos
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Please search for  
Majorana neutrinos!



How to find a Majorana neutrino?

The only known way to search for Majorana neutrinos is studying 
double beta decays
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Source: APS/Alan Stonebraker
6052 53 54 55 56 57 58 59
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What about double beta decay?
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Source: APS/Alan Stonebraker

Allowed regular ββ

Source: APS/Alan Stonebraker

Neutrinoless ββ

http://stonebrakerdesignworks.com/
http://stonebrakerdesignworks.com/


What about double beta decay?
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Source: APS/Alan Stonebraker

Neutrinoless ββ

dL uL

W

W

e−L

e−L

dL uL

ν

One example of Majorana mechanism

http://stonebrakerdesignworks.com/


Then let’s do it!  Yes, but….

• These decays are rare! 

• Allowed regular decays have half-life T½ ~ 1019-21 y 

• For neutrinoless double beta decay (0νββ):
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Source: APS/Alan Stonebraker

Allowed regular ββ

http://stonebrakerdesignworks.com/


Then let’s do it!  Yes, but….

• These decays are rare! 

• Allowed regular decays have half-life T½ ~ 1019-21 y 

• For neutrinoless double beta decay (0νββ):
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Source: APS/Alan Stonebraker

Allowed regular ββ

At least 5 orders of magnitudes smaller! 

http://stonebrakerdesignworks.com/


Expected signal region

•Pick a model
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Expected signal region

•Pick a model 
(note: there are 
several models!)
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Slide from The Mid and Long Term Future of Neutrinoless Double Beta Decay, Andrea Giuliani, 
Neutrinno2018, https://doi.org/10.5281/zenodo.1286915



Expected signal region

•Pick a model 
(note: there are 
several models!)

24

Oscillation parameters (from PMNS)

Mass, depends on mass ordering



Phys. Rev. D90, 033005 (2014)

Expected signal region

•Pick a model 
(note: there are 
several models!) 

•Draw the 
parameter space 
(note: there are many 
uncertainties!)
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Phys. Rev. D90, 033005 (2014)

Expected signal region

•Pick a model   
(note: there are   
several models!) 

•Draw the 
parameter space 
(note: there are many 
uncertainties!) 

•This is just a very 
model-dependent 
way to represent 
the search, but we 
need something
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Expected signal region

•Pick a model   
(note: there are   
several models!) 

•Draw the 
parameter space 
(note: there are many 
uncertainties!) 

•This is just a very 
model-dependent 
way to represent 
the search, but we 
need something

27

Best experimental limit: Kamland-Zen

Phys. Rev. D90, 033005 (2014)

Cosmological 
constraints  
on neutrino 

mass



Looking for 0νββ experimentally
We are going to be looking at extremely rare events (T½ > 1025 y) 
that have a very specific energy 
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1. Great energy resolution            
(to identify the 0νββ over the regular 
2νββ) 

2. Extremely low background                   
(to see the very rare signal over 
radioactive events) 

3.Scalability             



Easier said than done!
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Current status of experiments (demonstrated) 
Energy resolution

From Ben Jones
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Easier said than done!
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Current status of experiments (demonstrated and projected) 
Backgrounds

From Ben Jones



Current experimental efforts
Many cutting edge technologies  
Several different approaches

31EXO/nEXO Kamland Zen

CUORE/CUPID

SNO+

GERDA/
MAJORANA/
Legend

NEXT-White �31

•Scaled version (1:2 in longitudinal dimensions) of NEXT-100 
•Technology development, radio purity, setting up infrastructures 

(shielding, gas system) 
•Measures energy resolution, topological signature, background index, 

bb2nu mode.

NEXT
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NEXT (Neutrino Experiment with Xenon TPC)

High-pressure gas Xenon Time Projection Chamber 
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NEXT-White �31

•Scaled version (1:2 in longitudinal dimensions) of NEXT-100 
•Technology development, radio purity, setting up infrastructures 

(shielding, gas system) 
•Measures energy resolution, topological signature, background index, 

bb2nu mode.



NEXT (Neutrino Experiment with Xenon TPC)

High-pressure gas Xenon Time Projection Chamber 
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Density: Higher 
pressure means 
more isotope in 
same volume



NEXT (Neutrino Experiment with Xenon TPC)

High-pressure gas Xenon Time Projection Chamber 
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•  Energy resolution: Great 
intrinsic energy resolution in gas 

366 A. Bofofnikov, B. Ramsey / Nucl. Insfr. and Meth. in Phys. Rex A 396 (1997) 360-370 
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Fig. 5. Density dependencies of the intrinsic energy resolution (%FWHM) measured for 662 keV gamma-rays. 

above 2-6 kV/cm depending on the density, it remains 

practically unchanged. At low densities, < 0.55 g/cm3, 

the resolution almost saturates to the same limit, deter- 

mined by the statistics of ion production, while at high 

densities, > 0.55 g/cm3, it continues to slowly decrease 

even at the maximum applied fields, but still remains far 

above the statistical limit. This is seen more clearly in 

Fig, 5 which gives energy resolution versus density meas- 

ured for 662 keV gamma-rays at a field of 7 kV/cm. 

Below 0.55 g/cm3 the resolution stays at a level of 0.6% 

FWHM (statistical limit), then, above this threshold, it 

starts to degrade rapidly, and reaches a value of about 

5% at 1.7 g/cm”. Such degradation of the energy resolu- 

tion above 0.55 g/cm3 was observed previously in 

Ref. [3-53 and explained with the d-electron model, 

originally proposed to explain the poor energy resolution 

measured by others in liquid Xe [13]. According to this 

model, the degradation of the energy resolution is caused 

by the fluctuations of electron-ion recombination in 6- 

electron tracks. For intense recombination, which would 

give large fluctuations, a particular density of ionization 

must be reached. These conditions would appear first in 

the tracks produced by low-energy S-electrons. The 

fluctuations in the number of such tracks, which are 

governed by the statistics of the a-electron production, 

determine the intrinsic resolution. As the density in- 

crease, the ranges of the &electrons become smaller, and 

the conditions for strong recombination occur in tracks 

produced by S-electrons with ever higher energies. In 

other words, the average number of tracks with high 

recombination rate should increase with density even if 

the recombination rate itself saturates at high densities. 

This can be illustrated by comparing the density depend- 

ence of the intrinsic energy resolution and changes in the 

slope of l/Q versus log(E), i.e. coefficient B in function (l), 

which characterizes the recombination processes (see 

Figs. 5 and 6). Below 1.4g/cm3, the energy resolution 

almost follows the dependence of B. At higher densities 

B saturates, or even starts to decrease, while the intrin- 

sic energy resolution continues to degrade. The latter 

fact shows that at high densities the resolution is deter- 

mined by fluctuations in the number of tracks with high 

density ionization, rather than fluctuations in recombi- 

nation. 

Another interesting question is the origin of the step- 

like behavior of the resolution around 0.55 g/cm3 (see 

Fig. 5). The location of the step precisely coincides with 

the threshold of appearance of the first exciton band, 

which is formed inside a cluster of at least 10 atoms due 

to density fluctuations in dense Xe [S]. Delta-electrons 

interact with whole clusters to produce an exciton or free 

electron. This could be an additional channel of energy 

loss that would result in a sharp decrease in size of the 

a-electron tracks and, consequently, in a sharp rise of the 

number of tracks with high density of ionization above 

0.55 g/cm3. 

A similar behavior of the intrinsic resolution was ob- 

tained for all other energies used in these measurements 

(0.3-1.4 MeV). Below 0.55 g/cm’, the intrinsic energy res- 

olution saturates to its statistical limit, determined by 

(FW/E,)“‘, if a sufficiently high electric field is applied, 

and starts to degrade above 0.55 g/cm” even at high 

fields. Fig. 7 shows the dependence of the intrinsic resolu- 

tion (%FWHM) on the energy of gamma-rays plotted as 
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NEXT (Neutrino Experiment with Xenon TPC)

High-pressure gas Xenon Time Projection Chamber 
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1. Isotope: High enough 
abundance, Qββ = 2.5 MeV 

2. Noble gas: Ideally suited to 
detection technology (TPC)

Source = detector!

6052 53 54 55 56 57 58 59
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NEXT (Neutrino Experiment with Xenon TPC)

High-pressure gas Xenon Time Projection Chamber 
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 Topology: TPC offers high 
quality images of events

•High Pressure Xenon TPC 
(operation 10-20 bar)

•EL amplification to achieve 
excellent energy resolution 
(~0.5 % FWHM appears 
possible)

•Topological signature 
(observation of two 
electrons) to further 
suppress the backgrounds.

•Is built with radio pure 
materials. 
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NEXT (Neutrino Experiment with Xenon TPC)

Electroluminescence
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•High Pressure Xenon TPC 
(operation 10-20 bar)

•EL amplification to achieve 
excellent energy resolution 
(~0.5 % FWHM appears 
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•Topological signature 
(observation of two 
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suppress the backgrounds.
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materials. 
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•High Pressure Xenon TPC 
(operation 10-20 bar)

•EL amplification to achieve 
excellent energy resolution 
(~0.5 % FWHM appears 
possible)

•Topological signature 
(observation of two 
electrons) to further 
suppress the backgrounds.

•Is built with radio pure 
materials. 
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The NEXT project
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NEXT-1000 
(Ton scale)NEXT-100 

(10O kg)
DEMO 
(1 kg)

NEW 
(10 kg)

(2010–2014) 
Prototyping of  

detector concept

(2015–2021) 
Test underground, 

radiopure operation

(2024–2027) 
Neutrinoless double 
beta decay searches

(2027– … ) 
Discovery? 

LSC (Canfranc) ???



The NEXT project

41

NEXT-1000 
(Ton scale)NEXT-100 

(10O kg)
DEMO 
(1 kg)

NEW 
(10 kg)

We are 
here!

Many great 
results 

Demonstration 
of technology

Construction 
completed in 

Fall 2023!



Next-White (NEW)
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NEW detector
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0.5 m

~5kg Xenon



NEW detector
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NEW readout

4512 Hamamatsu R11410 ~2000 SensL 1-mm2 SiPMs

Energy plane Tracking plane



NEW calibration with Krypton-83
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Figure 3: 83Rb decay scheme.

A 83mKr decay results in a point-like energy deposition. The time elapsed between detection of
S1 and detection of S2 is the drift time and its measurement, together with the known value of the
drift velocity [16], determines the z-coordinate at which the ionization was produced in the active
region. The x and y coordinates are obtained by a position reconstruction algorithm which uses the
charge recorded by the SiPMs of the tracking plane. The combination of the PMT and SiPM sensor
responses yields a full 3D event reconstruction.

To properly measure the energy of an event in NEXT-White it is necessary to correct for two
instrumental e�ects: a) the finite electron lifetime, due to attachment of ionization electrons drifting
towards the cathode to residual impurities in the gas, and b) the dependence of the light detected by
the energy plane on the (x, y) position of the event. Krypton calibrations provide a powerful tool to
measure and correct both e�ects.

The e�ect of electron attachment is described using an exponential relation:

q(t) = q0 e�t/⌧ (4.1)

where q0 is the charge produced by the 83mKr decay, t is the drift time, and ⌧ is the lifetime. Ideally,
attachment can be corrected by measuring a single number. However, in a high pressure detector the
lifetime may depend on the position (x, y, z), due to the presence of non homogenous recirculation
of the gas, or concentrations of impurities due to virtual leaks. As discussed in section 6, the
dependence of ⌧ with the longitudinal coordinate z in the NEXT-White detector can be neglected,
while the dependence of ⌧ with the transverse (x, y) coordinates must be taken into account. This is
done using krypton calibrations to produce a lifetime map that records the lifetime as a function of
(x, y).

Furthermore, 83mKr decays can be used to produce a map of energy corrections. This map is
needed to properly equalize the energy of events occurring in di�erent locations in the chamber as
the light detected by the photomultipliers depends on the (x, y) coordinates of the event even after ⌧
correction. Such dependence comes from the variation of the solid angle covered by the PMTs for
direct light and expected acceptance for reflected light as well as from losses in events close to the

– 6 –

Figure 8: Distribution of events in the (x, y) plane.

Figure 9: Main panel: di�erence between the reconstructed and true x position, �x, for Monte
Carlo krypton events as a function of the radial position; left sub-panel: distribution of the �x
variable. The standard deviation of the distribution is (0.663 ± 0.010) mm. A similar distribution is
found for the y coordinate.

Monte Carlo events have been generated using a GEANT4-based program [18] which incorpo-
rates a detailed description of the geometry and materials of the detector, the simulation of 83mKr
decays, the light propagation of S1 and S2 signals, and the response of the SiPMs and PMTs sensors.

– 10 –

Figure 5: 83mKr raw waveforms for the individual PMTs, showing the negative swing introduced
by the PMT frond-end electronics. The left panel shows the RWF in the full DAQW, while the right
panel shows a zoom on the S2 signal on which the event was triggered.

Figure 6: 83mKr corrected waveforms for the sum of the PMTs. The top panel shows the CWF in
the full DAQW, while the bottom panels show zooms of the S1 (left) and S2 (right) waveforms.

triggered by the S2 signal, which appears centered in the data acquisition window (DAQW). The S1
signal appears up to the maximum drift time before the S2.

– 8 –

Figure 5: 83mKr raw waveforms for the individual PMTs, showing the negative swing introduced
by the PMT frond-end electronics. The left panel shows the RWF in the full DAQW, while the right
panel shows a zoom on the S2 signal on which the event was triggered.

Figure 6: 83mKr corrected waveforms for the sum of the PMTs. The top panel shows the CWF in
the full DAQW, while the bottom panels show zooms of the S1 (left) and S2 (right) waveforms.

triggered by the S2 signal, which appears centered in the data acquisition window (DAQW). The S1
signal appears up to the maximum drift time before the S2.

– 8 –

NEXT Collaboration, JINST 13 (2018) P10014

Point source 
of ~40keV

Kr decay waveform
Kr decay S1 Kr decay S2

S1

S2



NEW calibration with Krypton-83
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Figure 3: Evolution of the average lifetime during Run IVc.

Figure 4: Calibration maps. See text for details

4

N
EX

T 
Co

lla
bo

ra
tio

n,
 J

IN
ST

 1
3 

(2
01

8)
 P

10
01

4

Li
fe

tim
e

Li
fe

tim
e 

er
ro

rs

xy
 c

or
re

ct
io

n 

xy
 c

or
re

ct
io

n 
er

ro
rs

 



NEW calibration with Krypton-83

48

Figure 5: Resolution obtained using krypton calibrations as a function of Z and R.

edges of the map (top-right panel). The bottom-left panel is the lifetime map, showing stratification
of the lifetime in the detector. The average error of the map is of the order of 3%. Notice that for a
lifetime of 4 ms, the maximum charge lost is 12%. The charge is recovered using the lifetime map,
and the relative error introduced in the energy residual is equal to the relative error in the lifetime, so
the maximum error of the procedure is ⇠ 40.4%.

Fig. 5 shows the resolution obtained with krypton after corrections. Notice that for low Z
(no charge loss due to attachment) and low R (center of detector, small geometrical corrections),
the resolution approaches 3.5%, or 0.45% at Q��(FWHM, 1/

p
E extrapolation). Even for larger

values of R and Z the resolution stays below 4.5% (0.55% FWHM at Q��). In conclusion, krypton
calibrations allow us to apply corrections to our data, producing geometrical and lifetime maps. The
energy resolution that we obtain at low energy approaches the intrinsic resolution in xenon.

3 Energy resolution at high energies

NEW has recently demonstrated excellent energy resolution1, and further developments have been
made since this time. Here we report on the current status of calibrations with high energy sources
(137Cs and 232Th). The general locations at which these sources were placed are described in Fig.
6. In addition to these sources, radioactive 83mKr was present in the detector, and triggers on
the resulting low-energy (41.5 keV) events were taken simultaneously and analyzed separately to
construct energy correction maps that could be used to address geometrical and electron lifetime
e�ects on the energy resolution.

We show results from a single run at 10.1 bar pressure, though many such runs have been
obtained and can be combined in the future for a higher-statistics analysis. All data were processed
with the analysis software IC, beginning with raw sensor waveforms and producing maps containing

1J. Renner et al. (NEXT Collaboration). Initial results on energy resolution of the NEXT-White detector. JINST 13,
P10020 (2018). [arXiv:1808.01804]
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NEW energy resolution (calibration sources)
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Figure 5: Fits to the dependence of energy on track length in the axial dimension (left), and the
resulting energy spectra of three energy peaks after application of all corrections, including a linear
correction to the energy (equation 3.1) corresponding to the average value of (m/b) = 2.79 ⇥ 10�4

obtained from the 3 fits (right).

were visible upon examining the spectrum of isolated energy depositions within all events, which
included small depositions due to xenon x-rays that managed to travel away from the main track
before interacting.

These results demonstrate that excellent energy resolution is obtainable throughout the entire

– 6 –

fiducial volume once correction for the axial length e�ect is made. The energy spectrum of
high-energy triggers in the full active volume is shown in Figure 6 after applying all corrections
described in section 3 below. Unlike in the previous study [12], the 208Tl photopeak at 2615 keV
(near Q��) is clearly resolved. Further explanation of the axial length e�ect is given in appendix A
below.

Figure 6: The full energy spectrum for events with energies greater than ⇠ 150 keV. Corrections for
electron lifetime and geometrical e�ects were applied to all events, as well as a correction for the
described axial length e�ect (see section 3) corresponding to (m/b) = 2.79 ⇥ 10�4.

4 Summary

Energy resolution in the NEXT-White TPC has been further studied, and a resolution near 1% FWHM
is shown to be obtainable at 2615 keV, as predicted in the preceding study [12]. This resolution
was obtained over nearly the entire active volume, demonstrating the e�ectiveness of the continuous
83mKr-based calibration procedure implemented to correct for geometric and lifetime e�ects, and
improved slightly with more restrictive fiducial cuts. Further study is required to understand the
observed “axial length e�ect” in which the measured energy of extended tracks decreases with
increasing track length in the axial (drift) direction. However, as HPXe TPCs provide detailed energy
and topological information for each event, such e�ects can be remedied through careful calibration,
and the outstanding resolution obtained highlights the strong potential of this detector technology to
host a sensitive 0⌫�� search in which good energy resolution is essential.
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These results demonstrate that excellent energy resolution is obtainable throughout the entire

– 6 –

NEXT Collaboration, JHEP 10 (2019) 230



NEW energy resolution (calibration sources)

50

Figure 5: Fits to the dependence of energy on track length in the axial dimension (left), and the
resulting energy spectra of three energy peaks after application of all corrections, including a linear
correction to the energy (equation 3.1) corresponding to the average value of (m/b) = 2.79 ⇥ 10�4

obtained from the 3 fits (right).

were visible upon examining the spectrum of isolated energy depositions within all events, which
included small depositions due to xenon x-rays that managed to travel away from the main track
before interacting.

These results demonstrate that excellent energy resolution is obtainable throughout the entire

– 6 –

fiducial volume once correction for the axial length e�ect is made. The energy spectrum of
high-energy triggers in the full active volume is shown in Figure 6 after applying all corrections
described in section 3 below. Unlike in the previous study [12], the 208Tl photopeak at 2615 keV
(near Q��) is clearly resolved. Further explanation of the axial length e�ect is given in appendix A
below.

Figure 6: The full energy spectrum for events with energies greater than ⇠ 150 keV. Corrections for
electron lifetime and geometrical e�ects were applied to all events, as well as a correction for the
described axial length e�ect (see section 3) corresponding to (m/b) = 2.79 ⇥ 10�4.

4 Summary

Energy resolution in the NEXT-White TPC has been further studied, and a resolution near 1% FWHM
is shown to be obtainable at 2615 keV, as predicted in the preceding study [12]. This resolution
was obtained over nearly the entire active volume, demonstrating the e�ectiveness of the continuous
83mKr-based calibration procedure implemented to correct for geometric and lifetime e�ects, and
improved slightly with more restrictive fiducial cuts. Further study is required to understand the
observed “axial length e�ect” in which the measured energy of extended tracks decreases with
increasing track length in the axial (drift) direction. However, as HPXe TPCs provide detailed energy
and topological information for each event, such e�ects can be remedied through careful calibration,
and the outstanding resolution obtained highlights the strong potential of this detector technology to
host a sensitive 0⌫�� search in which good energy resolution is essential.
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Figure 9: (Top) Distribution with applied fiducial cuts and (bottom) fit - 2 Gaussians summed with
a second-order polynomial - to isolated energy depositions corresponding to energies near those of
the xenon x-ray lines. Extrapolation to Q�� is done following a simple statistical law 1/

p
E .

Figure 10: (Top) Applied fiducial cuts and (bottom) fit - a Gaussian summed with a second-order
polynomial - to the Cs photopeak. Extrapolation to Q�� is done following a simple statistical law
1/
p

E .

Figure 11: (Top) Applied fiducial cuts and (bottom) fit - a Gaussian summed with an exponential -
to the e+e� double-escape peak of the 208Tl photopeak. Extrapolation to Q�� is done following a
simple statistical law 1/

p
E .

3.1.4 Tl photopeak (⇠ 2.6 MeV)

The longest tracks analyzed, those most di�cult to correct due to the wide topological extent of each
single event, were those produced by full-energy depositions of the 2614.5 keV 232Tl photopeak,
shown in Fig. 12.
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Figure 2. Example of reconstructed hits (left) and subsequent voxelization (right). This event was
produced by a 228Th calibration source.

Run number Duration (s) Number of triggers

6818 91 248 525 243

6822 171 153 990 892

6823 74 943 425 009

6826 93 187 509 296

6828 74 233 432 215

6834 428 875 2 495 620

Table 1. Summary of the data used in this work.

3 Data and event selection

3.1 Data samples

The data sets used in this work have been acquired in January 2019, during the calibration

runs of the NEXT-White detector. A summary of their characteristics is presented in

table 1. A 228Th source was placed on the top of the detector, inserted in a feedthrough

with a z position in the middle of the drift region. One of the thorium daughters, 208Tl,

decays producing a de-excitation gamma of 2.615MeV, which can enter the active region

of the detector and convert via pair production. The positron emitted in this process

propagates in the gas in the same way as an electron and finally annihilates with an

electron of a xenon atom, emitting two back-to-back 511-keV gammas. The energies of the

electron and the positron, which are reconstructed as one track, form a peak at 1.593MeV

in the track energy spectrum (the double escape peak) and its topology is the same as

that of a ββ0ν event, in which two electrons originate from the same point. Therefore,

this peak can be exploited to study the efficiency of the reconstruction algorithms and

the cuts based on the topology signature, in order to estimate their performance on the

ββ0ν signal. From the continuum Compton spectrum of the 2.615-MeV gamma, a sample

of tracks with the same energy as the double escape peak can be extracted, and used to

estimate the efficiency of background rejection.
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Figure 9. Left: signal efficiency as a function of background rejection (proportion of background
events removed from the sample by the blob cut), varying the required minimum energy of the blob
candidate 2. Right: figure of merit (defined in eq. 4.1) as a function of the threshold on the energy
of the blob candidate 2 after rescaling Monte Carlo. The highlighted area corresponds to the best
threshold. In both figures, data and Monte Carlo simulation are shown.

rate of background in background-limited experiments [15]. In figure 9–right, this figure of

merit is displayed as a function of the threshold, for data and Monte Carlo. The best value

of the threshold is then calculated taking the mean of the values of the threshold around

that of the maximum figure of merit, in an interval for which the figure of merit is between

99% of the maximum and the maximum.

5 Discussion

The value of the blob candidate 2 energy threshold that optimizes the performance of the

blob cut in data is 265.9±0.6 sys keV and the efficiency obtained for pure signal-like events

is 71.6 ± 1.5 stat ± 0.3 sys% for a background acceptance of 20.6 ± 0.4 stat ± 0.3 sys%. The

same cut applied to Monte Carlo data gives a signal efficiency of 73.4±1.2 stat±3.0 sys% for

a background acceptance of 22.3± 0.4 stat ± 0.5 sys%, in agreement with data. This result,

which corresponds to a figure of merit of 1.578 ± 0.038 stat ± 0.005 sys, is an improvement

of the topological discrimination compared to the measurement carried out in the NEXT-

DEMO prototype, where a figure of merit of 1.35 was reached. This improvement is due to

the larger dimensions of the NEXT-White detector, which allows for a better reconstruction

of longer tracks, where the two end-points are well separated.

Having tuned our Monte Carlo model and then demonstrated the good agreement

between data and Monte Carlo in the 208Tl double escape peak region, it is possible to

study the efficiency of the blob cut in the ββ0ν region, with Monte Carlo simulations, and

extrapolate the results to data. With this aim, two dedicated samples have been simulated,

with large statistics, with the same detector conditions as the 208Tl calibration source

sample used in the double escape peak analysis. The first one is a sample of ββ0ν decays
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Figure 10. The signal acceptance vs. background rejection (left) and the figure of merit (right).
The curves labeled “fit” are traced out by varying the neural network classification threshold and de-
termining the fraction of accepted signal and rejected background using the fit procedure described
in the text, while the MC true labels are obtained using MC labels as described in section 4.1.

the non-CNN-based result obtained in [3]. In Monte Carlo, we find a maximum figure of
merit of F = 2.20 with signal acceptance s/s0 = 0.70 and background rejection 1− b/b0 =
0.90. In data, fixing the CNN cut to the one giving the best Monte Carlo figure of merit, we
find F = 2.21, with signal acceptance s/s0 = 0.65 and background rejection 1−b/b0 = 0.91.
Compared to the previous result, the CNN analysis yields an improvement in the figure of
merit of a factor 2.2/1.58 ∼ 1.4. Assuming that this factor stays the same at 0νββ energies,
the improvement in the half-life measurement would be directly proportional to this factor,
while the improvement in the measurement of mββ would be

√
1.4 ∼ 1.16. However,

these factors should not be taken as exact since both traditional and CNN approaches
depend on the detector specifics and reconstruction abilities, as well as the precision of the
simulations.13 The sensitivity predictions of the traditional event selection for the next two
detectors planned can be found in [15, 34].

We note that in figure 10 there is excellent agreement between data and simulation
when comparing the signal efficiency in this analysis at a fixed background rejection, but
there is still a minor disagreement between the figure of merit for simulation and data as a
function of prediction threshold. Several reasons account for this disagreement. First, the
data-augmentation technique extends the domain of applicability of the neural networks
trained solely on simulated data, but it does not account for all possible differences between
the data and Monte Carlo events. For example, any effect that would redistribute the en-
ergy along the track is not covered by the transformations we employ in data-augmentation.
We anticipate that many of the effects contributing to data/simulation disagreement, such
as the axial length effect mentioned in section 3.2, will be understood and resolved in the
future and will bring these minor residual differences even closer together. A smaller EL
TPC built from the original hardware of the NEXT-DEMO prototype [35, 36] is currently
operational and will provide data that can be used to study these effects in more detail.

13In the case of no domain discrepancy between experimental and simulated data, the amount of regu-
larization could be relaxed and the performance would improve.
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Figure 6. Example of on-the-fly data augmentation used during training on a selected signal event,
projected on three planes for easier visualization.

cuts11 as detailed in figure 6. We note that augmentation procedures used here are explicitly
designed to be “label preserving” in that they do not change the single or double-blob nature
of events, but do reduce the significance of differences in data/simulation.

As noted in section 4.1, since CNNs are highly nonlinear models, their application
outside the training domain cannot be assumed to be reliable, and before applying the
network to events in the peak we compare extracted features of MC and data events on the
sidebands. It is common to consider convolutional layers as feature extractors (each one
extracting higher level features), and consecutive dense layers as a classifier. The paradigm
of features extractors followed by a classifier is not unique to machine learning approaches.
For example, the previous analysis of NEXT event topology used graph methods to de-
termine connected tracks and extract track properties such as length, endpoints and the
energies around them (so-called blobs), which can be considered as a feature extractor. A
classifier in that case was a cut on the obtained blob energies. Later on, the matching
of MC and data features was done by rescaling MC features (for further explanation and
justification of the procedure we refer the reader to [3]).

The features in CNN models do not necessarily have intuitive meaning and should
rather be considered as a dimensionality reduction that preserves relevant information
from the input image needed for the classification task. Hence, the choice of the layer to
be considered as the last one of the feature extractor is somewhat arbitrary. We chose
the output of the AveragePool layer (figure 5) as a representative feature vector, resulting
in 512-dimension features. Since the features are not intuitive, any rescaling would not
be justified and we are limited to simply tracking how MC features differ from those of

11For validation and testing, the SiPM cut was fixed at 20 photoelectrons, while in the augmentation it
was allowed to vary ±10 around this value.
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Figure 3. Reconstructed hits (left) and voxels (right) of a background Monte Carlo event. The
volume within a tight bounding box encompassing the reconstructed hits is divided into 10 × 10 ×
5 mm3 voxels to produced the voxelized track.

the EL plane and the other for electron attachment due to a finite electron lifetime in the
gas. These correction factors were mapped out over the active volume by simultaneously
acquiring events from decays of 83mKr, which was injected into the xenon gas and provided
uniformly distributed point-like depositions of energy 41.5 keV [17]. The z-coordinate of
each hit in the time bin was obtained from the time difference between S1 and S2 pulses,
assuming an electron drift velocity of 0.91mm/µs, as extracted from an analysis of the
83mKr events. A residual dependence of the event energy on the length of the event along
the z-axis is observed, and a linear correction is performed to model this effect, which is
not observed in simulation and remains to be fully understood. For details on this “axial
length” effect, see [2].

The detector volume surrounding the reconstructed hits was then partitioned into 3D
voxels of side length 10× 10× 5mm3, and the energy of all hits that fell within each voxel
was integrated. The X and Y dimensions of the individual voxels were chosen based on the
1 cm SiPM pitch, while the Z dimension was chosen to account for most of the longitudinal
diffusion (1σ spread at maximum drift length is ∼ 2m). The final voxelized track could
then be considered in the neural-network-based topological analysis (see figure 3).

4 Convolutional neural network analysis

4.1 Data preparation

To generate the events used in training the neural network, a full Monte Carlo (MC) of the
detector, including the pressure vessel, internal copper shielding, and sensor planes, was
constructed using Nexus [18], a simulation package for NEXT based on Geant4 [19] (version
geant4.10.02.p01). The 208Th calibration source decay and the resulting interactions of
the decay products were simulated by Geant4, up to and including the production of
the ionization track. Events in the energy range of 1.4–1.8MeV were selected, and the
subsequent electron drift, diffusion, electroluminescence, photon detection, and electronic

– 6 –
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NEW backgrounds

Low-background data taking proceeding after 
detector calibration campaign. NEXT background 
model assessed using these data.


Several improvements in the setup have reduced 
backgrounds by a factor of ~4:


• New radiopure components in field cage.

• Radon-free air introduced in lead shielding.

• Additional layer of shielding added.
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Figure 20: Fully corrected energy spectra of the fiducial background samples collected during
Run-IV.
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Figure 3. Fiducial background rate as a function of data taking calendar day. Vertical dashed lines
mark the start time of Run-IVa, Run-IVb and Run-IVc.

Figure 4. Fully corrected energy spectra of the fiducial background samples collected during Run-IV.
Left: spectra from Run-IVa, Run-IVb and Run-IVc superimposed. For clarity, the statistical error
bars in Run-IVa, Run-IVb are not shown. Right: ratio between Run-IVb and Run-IVa (top) and
between Run-IVc and Run-IVb (bottom).

peak, accounting also for sub-percent time variations in the light yield during each 24-hour

period. The final energy scale is obtained from high-energy calibration runs, deploying 137Cs

and 232Th sources, taken before (after) the start (end) of Run-IV. The 137Cs photo-peak

(662 keV) and the 208Tl double-escape peak (1592 keV) and photo-peak (2615 keV) are used

to define a linear scale yielding residuals below 0.4%. Figure 4 shows the energy spectra

of the fiducial background samples in Run-IV, for an energy above 600 keV. Despite the

limited exposure, the characteristic lines of 208Tl (1592 keV), 214Bi (1764 and 2204 keV),
60Co (1173 and 1333 keV) and 40K (1461 keV) isotopes are visible.

The background rate in Run-IVa has decreased by a factor of 1.7 with respect to the
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Figure 8. Run-IVc background fit. Data (black dots) are superimposed to the best-fit background
model expectation (solid histograms), for which the di↵erent isotopes contributions are shown. The
displayed isotope rates are obtained by propagating the scale factor best-fit values of the three
e↵ective volumes for each isotope.

Central values and errors for the 12 fit parameters are shown in Fig. 9, in terms

of the normalization factors and the corresponding rates. These values provide relevant

information about the origin of the di↵erent sources of background. The excess of events in

the low energy and low-z regions is compensated mostly by contributions from 60Co, 214Bi

and 208Tl from the anode, yielding normalization factors of 17.4±11.0, 7.7±1.5 and 3.5±1.6,

respectively. As a consequence, the anode region becomes the dominant contributor to

the total background budget. These large deviations from the background model point to

a possible unaccounted background source in the anode region which is currently under

investigation. In addition, it must be noticed that the fit is not sensitive to all fit parameters.

In particular, the 214Bi and 40K contributions from the “Other” volume converge to the

physical limit of 0 mHz. There are two possible reasons for this. First, the 214Bi and
40K contributions are dominated by their “Cathode” and “Anode” volume contributions,

respectively, with little sensitivity to a sub-dominant “Other” volume contribution. Second,

and according to Tab. 3, these are precisely the two most important nominal background

contributions that are based on radio-purity screening upper limits as opposed to actual

measurements. It is therefore reasonable to expect that these fit parameters converge to

values below one.

Data below 1000 keV are not considered in our current background fit. The reason is

twofold. On the one hand, the inclusion of 600–1000 keV events deteriorates somewhat

the goodness-of-fit, from �2/ndof=1.07 to 1.48. On the other hand, long-lived isotopes

produced by cosmogenic activation are known to contribute in this energy region, beyond

the four isotopes considered in our current model. With the current limited exposure,

no additional isotope has been unambiguously identified thus far, see Fig. 4. As more

low-background data are collected, the background model is expected to be completed with
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Summary of NEW results 

•With several calibration sources (different 
energies), energy resolution better than 1% 
FWHM at Qββ is achieved  

•Traditional cut-based and DNN analyses 
show promising backgrounds ejection power 

•Backgrounds measured in NEW and used 
for future predictions 

• Identification of potential improvements 

•NEXT-100
58

1.Great energy resolution 

2.Powerful topology separation        

3. Low background          

4.Scalability             

✓

✓

✓



NEXT-100
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1.3 m

1.0 m



NEXT-100 is now completed!
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Towards the ton-scale 

NEXT-100 should demonstrate a background rate competitive with 
HPGe detectors: a few counts per ton and year in ROI


Ample room for improvement in several areas:

Reconstruction algorithms (i.e. better energy resolution and 
topological discrimination).

Radiopurity (e.g. get rid of PMTs).

Low-diffusion gas mixtures and denser tracking plane to improve 
tracking signature.


Last but not least: gaseous xenon could make possible a true 
background-free experiment via tagging of the barium decay 
product.

61
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Focused R&D devoted to these 3 points!
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Ba tagging
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Ba tagging
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SMFI:
• A non-fluorescent molecule becomes fluorescent (or vice versa) upon 

chelation with an incident ion.

44

Not fluorescent Fluorescent

Dye

Receptor

Concept to adapt SMFI for Ba 
tagging: 
D.R. Nygren, J.Phys.Conf.Ser. 
650 (2015) no.1, 012002

Calcium and barium are congeners – many dyes developed for calcium are 
also expected to respond to bariumD.R. Nygren, J. Phys. Conf. Ser. 650 (2015) 012002



Ba tagging
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Single Ba++ TIRF images from our lab at UTA

50

 This image shows a 
weak solution of 
barium perchlorate salt 
on our sensor.

Each spot is a single 
barium ion.

Brighter spots are near the 
TIRF surface, dimmer ones 
are deeper in the sample.

In a xenon detector, dye 
deposited as a monolayer 
and only brightest spots at 
constant depth expected.

NEXT Collaboration, Phys. Rev. Lett. 120 (2018) 132504



Ba Tagging
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Two approaches developed in parallel: 
• NEXT-HD, High Definition: incremental approach, 

using/improving existing technology. 
• NEXT-BOLD, Barium Tagging: based on disruptive 

new concept (SMFI Ba++ tagging). 

Phased approach 
• ~1 ton of 136Xe introduced per phase.  
• Ultra pure materials. SiPMs as the only sensor.

NEXT-HD: 
• Improves topological signature, improves energy 

resolution  
• Reduces radioactive budget (no PMTs)  
• Energy plane made of large area SiPMs (design 

similar to that of DarkSide) 
• Potential to reduce SiPM dark count by cooling 

detector 
• Background:  0.39 cts [ton ROI yr]-1       (standard)  

                        0.07 cts [ton ROI yr]-1       (feasible) 

NEXT-BOLD: 
• Tracking and energy measured in anode.   
• Cathode implements Barium Tagging System 
• Virtually background free  

NEXT-ton (~2025)

68
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Summary

• HPGTPCs have unique advantages for neutrinoless double-beta 
decay searches 

• NEW demonstrated that topology selection and great energy 
resolution can be achieved 

• NEXT-100, now under commissioning, will demonstrate 
scalability and will have sensitivity similar to current generation of 
experiments 

• The ton-scale is really where we want to go and NEXT proposes 
a staged approach with unique potential to reach near the 
normal mass ordering phase space
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