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y = {y1, y2,..., yN}
yj = x j + sj,  where x  is a signal and s is a random noise 

E[y] = E[x] = E[s] = 0;  Var[x] =σ 2
x;  Var[s] =σ 2

s

Var[y] = E[y2 ]− (E[y])2

= E[x2 ]+ E[2xs]+ E[s2 ]− (E[x])2

=Var[x]+ E[2xs]+ E[s2 ]
=σ 2

x +σ
2
s  (error propagation)

E[(s /σ s )
2 ] = E[χ 2

1] =1, 
χ 2

1  is a χ 2 -distribution with 1-degree of freedom
E[2xs] ≈ 0 by assuming x  and s are independent.
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Figure 7. (a) Baseline-ratio intensity variation of a pixel taken at U1. The red curve is a single harmonic fit to the time series. Other panels are (b) the histogram of
time series, (c) the Morlet wavelet spectrum, and (d) the periodogram.
(A color version of this figure is available in the online journal.)

both sides of an LB appear to have almost a one-to-one
correspondence. To quantify this effect, we selected the U1
and U2 parts (located at 0–4.′′0 and 6.′′0–8.′′6, respectively) of
the time–distance array along cut C1 (see the dashed lines in
Figure 5(a)), and obtained two time series by averaging the
selected partial time–distance arrays over the space domain. We
calculated the cross-correlation coefficient (XCC) of the two
time series for different lag times; see Figure 6(a). Thresholding
was applied at a value of 0.2 to mitigate the effect of the spikes
introduced by UFs. The first maximum of the XCC was detected
at a zero lag time. This means that the umbral oscillations at
both sides of LB1 are apparently in phase. We applied the
same analysis to the U1 (0′′–4′′) and U3 (12′′–16.′′4) parts of
the time–distance map along C2 and obtained that the time lag
corresponding to the maximum correlations is about 15 s. As
this value is about the cadence time of the measurements, see
Figure 6(b), and much shorter than the oscillation period, hence
it could also be considered as a zero lag time. Therefore, our
analysis reveals that the umbral oscillations in U1, U2, and U3
are apparently in phase, although the spatial locations of these
oscillations are separated by LBs.

3.3. Umbral Flashes

Apart from the quasi-monochromatic oscillations discussed
above, the observed sunspot hosts interesting examples of
UF phenomenon. UFs are seen as local emission intensity
enhancements in chromospheric umbrae (see Figure 1(b)) of
the analyzed sunspot. This phenomenon is illustrated by UF1 as
an example: its spatial extent (Figure 1(b)), its spatiotemporal
morphology (Figure 5), and its time profile (Figure 7(a)).

We see that UFs occur as trains of several sharp increases in
the brightness. Inside the trains, the UFs repeat with a three-
minute periodicity that is consistent with the early findings (see,
e.g., Rouppe van der Voort et al. 2003; de la Cruz Rodrı́guez
et al. 2013). Figure 5 reveals that the UF trains occur at
random locations without a well-established occurrence rate.
Moreover, individual UFs are seen to ride wave fronts of umbral
oscillations. However, in contrast to the apparent coherence of
the three-minute oscillations on either sides of LBs discussed in

Section 3.2, UFs lack the one-to-one correspondence at either
sides of LBs (see Section 3.2). Thus, UFs are confined within
the umbral cores and cannot propagate across LBs.

Figure 7 plots the time series of a pixel in the U1 part of C2
and its power spectrum. The amplitude of umbral oscillations is
normally less than 10% of the background intensity, but surges
up to 60% when an UF occurs. The series of spikes introduced
by UFs constitute the major oscillation power in the wavelet
spectrum (Figure 7(c)) and contribute significantly to the peak
at about 6.2 mHz in the periodogram (Figure 7(d)). Between
UFs, umbral oscillations produce minor power in comparison
with UF oscillations in spite of their persistence over the whole
time series.

The time series of the intensity variation were over-plotted
with a sinusoidal fit (red curve, Figure 7(a)). This figure confirms
the finding that UFs follow the cycles of umbral oscillations
(also see Figure 5) and that UFs do not disrupt the phase
of three-minute oscillations. Thus, we see that UFs’ intensity
variation (Figure 7(a)) exhibits no significant difference with
three-minute oscillations in the umbra, apart from having a much
larger amplitude, at about 50% of the background intensity.

4. CONCLUSIONS

We have analyzed the intensity variations in a sunspot
AR 11836 with two LBs, observed with Hinode/SOT in the
Ca ii H bandpass. In full agreement with commonly accepted
knowledge, the three-minute oscillations were found to occupy
the umbral part of the sunspot, while five-minute oscillations fill
in the penumbra. Our narrow-band power map analysis shows
that significant five-minute oscillations are also present in LBs,
while three-minute oscillations are suppressed there. Our finding
generalizes the earlier results recently obtained by Sobotka et al.
(2013) for a pore in the case of a well-developed sunspot with
a penumbra. The five-minute oscillation power along the faint
bridges (LB1) does not exhibit recognizable features, however,
the time–distance plot along LB1 illustrated that the five-
minute oscillations do not experience a noticeable change in
the phase along the bridge. Thus, five-minute oscillations are
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in, e.g., Huang & Ji (2005) and Guangli & Haisheng (2007).
The association of optical stellar flares with a bombardment
of the lower atmosphere by non-thermal electrons was demon-
strated by, (e.g., Osten et al. 2005). The appearance of typical
coronal oscillations in white-light emission associated with a
flare can hence be connected with the modulation of the precipi-
tation rate of non-thermal electrons. However, details of this pro-
cess are still poorly understood, as the radiative-hydrodynamic
models of dMe flares using a solar-type non-thermal electron
beam heating function (Allred et al. 2006) do not produce
the T ≈ 9500 K blackbody spectrum of white-light emission
(Mochnacki & Zirin 1980; Hawley & Fisher 1992).

Longitudinal oscillations of coronal loops are associated with
standing slow magnetoacoustic oscillations, rapidly damped
because of high thermal conduction (Ofman & Wang 2002).
Numerical studies (e.g., Nakariakov et al. 2004; Taroyan et al.
2005) demonstrated that this mode can be readily excited
by an impulsive energy deposition. The phase speed of the
longitudinal waves is the tube speed CT = CsCA/

√
C2

s + C2
A,

where Cs and CA are the sound and Alfvén speeds, respectively
(see, e.g., Roberts 2006; Wang 2011). The tube speed is subsonic
and sub-Alfvénic. In a low-beta plasma, typical in coronal
conditions, the tube speed is just slightly lower than the sound
speed. The period of the longitudinal mode is determined by the
ratio of the wavelength (i.e., double the length of the loop for the
global mode) to the phase speed. Development of this theory for
the long-period QPP progressing along the neutral line in a two-
ribbon flare has shown that this estimation is robust (Nakariakov
& Zimovets 2011; Gruszecki & Nakariakov 2011).

The first detection of a QPP in flares on stars other than
the Sun was reported by Rodono (1974) on a flare star in
the Hyades using high-speed photoelectric visible photometry.
More recent observations include the long-period oscillation
(220 s) during the peak of a flare on the active RS Canum
Venaticorum binary (RS CVn) II Pegasi (Mathioudakis et al.
2003) and higher frequency oscillations (2–90 s) during the
decay phase of flares on the dwarf M stars EQ Pegasi and
YZ Canis Minoris (Mathioudakis et al. 2006; Contadakis et al.
2012). Qian et al. (2012) reported a QPP with a mean period
of 3 minutes in an R-band flare on the red dwarf eclipsing
binary CU Cancri. AD Leonis is one of the stars that has been
studied extensively in radio wavelengths where high frequency
QPPs (0.5–5 s) have been widely observed, often with a varying
periodicity (Stepanov et al. 2001; Zaitsev et al. 2004). In soft
X-rays, Mitra-Kraev et al. (2005) detected a 750 s oscillation
with an exponential damping time of 2000 s during the peak
of a flare on AT Microscopium while an oscillation with
similar characteristics was detected in the less active binary
system ξBootis (G8 V+K4 V; Pandey & Srivastava 2009). The
interpretations of the stellar flare oscillations reported so far
have been primarily based on solar analogs. In particular, the
long-period oscillations (longer than several minutes), similar
to SUMER oscillations, detected in these stars can be associated
with the standing longitudinal mode (Wang 2011).

In this paper, we present white-light observations of rapidly-
decaying long QPPs in a powerful “megaflare” on the dM4.5e
flare star YZ CMi and discuss possible interpretations.

2. OBSERVATIONS AND ANALYSIS

We analyze a white-light flare on the dM4.5e flare star YZ
CMi. The flare began at 04:14:54 UT on 2009 January 16 and had
a duration of over 7 hr (Kowalski et al. 2010). At flare peak, the
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Figure 1. The U-band light curve of the YZ CMi megaflare observed on 2009
January 16 (inset). An expanded version of the light curve (black dots) during the
decay phase appears in the main figure. The solid line shows the least-squares
approximation of the long-term component of the flare profile.

U-band emission was almost 6 mag brighter than the quiescent
state. As this was one of the longest and most-energetic flares
ever observed in white-light on an isolated low-mass star, it
was labeled as a “megaflare.” The observations were acquired
with the New Mexico State University 1 m Telescope at the
Apache Point Observatory, New Mexico, USA. The star was
observed for nearly 8 hr with an exposure time of 10 s; allowing
for camera readout, the effective photometric cadence ranged
between 20 and 27 s. Differential photometry was performed
with HD 62525 as a comparison star.

The light curve, shown in the inset in Figure 1, is typical
of that of a white-light flare. It has an impulsive rise to peak
before it gradually decays. Such a temporal pattern is typical
for stellar flares (see, e.g., Moffett 1974), and in the context
of gamma-ray bursts is usually referred to as a “FRED”—Fast
Rise, Exponential Decay—pattern (e.g., Fenimore et al. 1996).
An inspection of the lightcurve reveals long-period QPPs during
the decay phase, which are the subject of our investigation.10

The relative amplitude of the oscillatory perturbations seen in
the decaying trend is about 15%. There is a gap in the data,
due to instrument calibration, but this does not affect the time
interval of interest.

2.1. Slowly-varying Trends

To extract the oscillatory component from the lightcurve,
we split the signal into two components. The first one is the
long-term decaying component with a slowly-varying trend.
The second one contains the short-term oscillatory variations.
To extract the long-term component, we fit the decay phase of
the lightcurve with an empirical power-law of the type:

I (t) = A(t + 1)−d + I0, (1)

where I (t) is the intensity, t is the time in hours from the
flare peak, A is the increase in the intensity at t = 0, d is
the decay coefficient, and I0 is the intensity of the background
emission. The fitting was done with the COMFIT procedure from
the standard Interactive Data Language library (Exelis Visual
Information Solutions, Boulder, Colorado). The best-fit result
corresponds to the parameters A = 94.52, d = 2.15, and

10 Short-period and medium-period QPPs in another flare on this star have
been reported by Contadakis et al. (2012).
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Doppler shift Relative intensity

Fig. 3. Wavelet analysis for oscillation 1 at y = 150′′. a) Time profiles of
Doppler shift and relative intensity. Here positive values for the Doppler
shift represent the blueshifted emission. b) The wavelet power spectrum
for Doppler shift. The dark color represents high power and the dotted
contour encloses regions of greater than 99% confidence for a white-
noise process. c) The global wavelet spectrum (solid line) and its 99%
confidence level (dotted line). d) and e): The same as b) and c) but for
relative intensity.

loop (at y = 80′′–100′′) appears to be characterized by the rela-
tively high-frequency features, while the upper part is dominated
by the relatively low-frequency features. In other words, the
lower frequency component appears to propagate over a longer
distance than the higher frequency one. These time-variable fea-
tures can be enhanced in a running difference image, which was
created by subtracting from each frame a frame taken some ex-
posures later. The middle and right panels of Fig. 2 show the
5 min and 10 min running difference images, which clearly re-
veal the presence of multiple-period modes in the propagating
disturbances. The propagation velocity transverse to the line of
sight is estimated as the gradient of the lines outlining the evident
slanting bands in the running difference images (see two exam-
ples shown in Figs. 2b and 2e). For nine propagation features
selected for intensity and Doppler shift separately, we measured
the projected propagation speed of 118 ± 34 km s−1 for inten-
sity and 105 ± 25 km s−1 for Doppler shift. In addition, we also
examined the coordinated TRACE data, but no corresponding
propagating features are found in the constructed time-distance
image along the EIS slit (see Fig. A.1 online). This may come
from the lower sensitivity of TRACE compared to EIS.

The periods of the disturbances were investigated using a
wavelet analysis method (Torrence & Compo 1998). The Morlet
wavelet was chosen for the convolution of time series. The inten-
sity and Doppler shift oscillations at three positions (y = 150′′,
110′′, and 60′′–65′′, denoted as oscillations 1, 2, and 3) were se-
lected for analysis. Oscillation 1 is located at the position of a
loop with a projected distance of about 50 Mm away from the
footpoint, near which oscillation 2 is measured. Oscillation 3
was selected for comparison, located at another loop intersecting
the slit (Fig. 1a). The time profiles used for the analysis of oscil-
lation 3 were obtained by averaging over six pixels along the slit
because the oscillation region varied slightly in the y-direction
during the observation. In practice, we first subtracted the back-
ground trend for both intensity and Doppler shift, which was ob-
tained by temporally smoothing the series. Since oscillation 1 is

Doppler shift Relative intensity

Fig. 4. Wavelet analysis for oscillation 2 at y = 110′′ . The annotations
are same as in Fig. 3.

dominated by the lower-frequency wave component, the back-
ground is taken as a 20 min average smoothing. To emphasize
the shorter-frequency wave component in oscillations 2 and 3,
the background is chosen as a 10 min average smoothing.

The evolution of detrended relative intensity and Doppler
shift for three oscillations is shown in panels (a) of Figs. 3 and 4,
and of Fig. A.2 (online only). There is a good in-phase rela-
tionship between the intensity and Doppler velocity, which is
consistent with the signature as predicted by linear MHD wave
theory for an upwardly propagating slow magnetoacoustic wave
in coronal loops. The wavelet spectrum and the global wavelet
spectrum are shown in panels (b)-(e) of Figs. 3 and 4, and of
Fig. A.2 (online only). Cross-hatched regions in the wavelet
spectrum indicate the “cone of influence”, where edge effects be-
come important due to the finite length of time series. The global
wavelet spectrum is the average of the wavelet power over time
at each oscillation period.

For oscillation 1 the wavelet spectra for both intensity and
Doppler shift shows strong power at the period in a range of
20−30 min over a duration of 6 cycles. From the global wavelet
spectra, the oscillation period for Doppler shift is measured to be
25.6±6.3 min and the period for intensity is 26.2 ± 4.9 min. The
uncertainties are taken as the half FWHM of the peak. The av-
erage maximum amplitude for Doppler shift is 1.6 ± 0.5 km s−1

and for relative intensity is (4.9±1.5)%, where the errors are the
standard deviation of absolute peak values. As a comparison, we
also examined the case with a subtraction of the 30 min smooth-
ing background (see Fig. A.3 online), and find that the power of
the 26 min band shows almost no change, while the power of the
88 min band for Doppler shift rises above the 99% confidence
level, which is caused by the orbital effect.

Oscillation 2 clearly shows that most of the wavelet power
is concentrated within two period bands ranging from 8−16 min
and from 20–30 min, indicating that the waves near the footpoint
consist of multiple harmonic modes. The two periods are mea-
sured to be 11.9 ± 2.8 min and 25.1 ± 7.0 min for Doppler shift,
and 13.5 ± 4.7 min and 26.2 ± 5.0 min for intensity. The aver-
age maximum amplitude for Doppler shift is 1.3 ± 0.3 km s−1

and for intensity is (3.8±0.6)%. Oscillation 3 shows most of the
wavelet powers for Doppler shift and intensity concentrated in a
range of 8–14 min. The measurements of periods and amplitudes
for oscillations 1−3 are summarized in Table A.1 (online only).
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(a) MDI image of AR108 (10-Sep-
2002 22:23).

(b) MDI image of AR0330 (08-Apr-
2003 22:23).

(c) BBSO image of AR673 (21-Sep-
2004 16:28).

Fig. 1. White light images of the active regions studied in this paper.

of 1 s and a spatial resolution of 10′′ per pixel can be obtained
with NoRH. The sunspots were the isolated sunspot of active
region AR0330 (08 April 2003 22:45–09 April 2003 06:29),
the leading sunspot of active region of AR108 (10 September
2002 22:45–11 September 2002 06:44) and the large leading
sunspot of active region AR673 (21 September 2004 22:45–22
September 2004 06:44). Fig. 1 shows white light images of ac-
tive regions AR108, AR0330 (obtained with SOHO/MDI) and
AR673 (obtained with the Big Bear Solar Observatory). Table 1
summarises the observational details for these sunspots.

The measured emission is likely to be generated by the gy-
roresonant mechanism (e.g. Shibasaki et al. 1994; Vourlidas
et al. 2006) coming from a narrow layer of plasma over the

Fig. 2. Original time series of microwave intensity generated from par-
tial disk radio images for AR108 (top), AR0330 (middle) and AR673
(bottom), as observed by the Nobeyama Radioheliograph, at a fre-
quency of 17 GHz.

sunspot, where a low harmonic of the gyrofrequency coincides
with the observational frequency of the instrument.

2.1. Data generation

Partial disk images, measuring the radio brightness temperature
were obtained from NoRH for the 3 considered sunspots and
time series were generated from these by integrating the signal
over the field of view (FOV). Figure 2 shows the time series of
the emission intensity from the analysed sunspots.

Since the observation periods were quite long, it was neces-
sary to track the sunspots through their passage across the solar
disk. First, the sunspots were matched with their active region
numbers by obtaining a full disk image for the start of the ob-
serving period and then adding the active region numbers to the
image using SolarSoft’s NOAA active region database and its as-
sociated routines (get_nar and oplot_nar). The centre of the
radio sunspot was then found (see Table 1) at the start of the ob-
serving period, as the position of the maximum of the microwave
emission. These coordinates were converted to heliographic lon-
gitude and latitude and the change in longitude in one time step
(i.e. 10 s) due to differential rotation was found for the given lat-
itude. The position at the next time step was given by (λ, θ+∆θ),
where λ is the latitude, θ is the original longitude and ∆θ is the
change in longitude. The new coordinates were then converted
back to arcseconds. Images were then synthesised using the po-
sition as the centre of the field of view. The size of the field of
view was chosen so as to minimise the amount of quiet Sun in
the images. The Koshix algorithm was used for synthesis for all
images, since it is best suited to diffuse sources. Since there were
no off-limb flares during the observations, any possible jitter of
the radio image was neglected.

3. Analysis

3.1. Trend removal and filtering

It is evident from Fig. 2 that there is a large scale trend in all the
datasets due to the motion of the Sun across the sky during the
observing period, long period (e.g. daily variation of the Earth’s
ionosphere) and other ultra-long period processes. To remove
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Figure 3. Ultra-long-period oscillations detected in an EIT 195 Å data set
starting 2003 March 27. (a) Averaged intensity I in the ROI (thin line) and 20 hr
boxcar running average Io (thick line). (b) Intensity time series I/Io − 1. (c)
Corresponding Morlet wavelet power spectrum: increasing gray level is used
to represent increasing power; significant power is within the 95% confidence
level contour (including red noise) and outside the hatched cones of influence.

from about 10 to 20 hr. In the second part, spanning 3 cycles
of oscillation, the dominant periods are detected around 30 hr.
The transition between the two phases occurs around Time =
100–110 hr. Since this is about 40 hr before the first distinct rise
of the filament is detected (on the disk as it approaches the West
limb), this draws a link between the 30 hr periodicity and the
global nature of the eruption, which itself includes more subtle
time histories (e.g., Sterling & Moore 2004).

3. TWO-WAVELENGTH DIAGNOSTICS FOR
SEQUENCES 1 AND 2

During days of the Sequences 1 and 2 reported by F04 and
above, pulsations have been detected by Gangopadhyay et al.
(2007) in the 260–340 Å (first-order channel 1) full-disk solar
flux measurements, from the Charge, Element, and Isotope
Analysis System/Solar EUV Monitor (CELIAS/SEM) onboard
SOHO (Hovestadt et al. 1995). The first-order CELIAS/SEM
260–340 Å channels are dominated by the 304 Å emission line,
where the most significant He ii line is sensitive to plasma in the
upper transition region at 0.08 MK and dominates on disk above
the quiet Sun, and the Si xi line, sensitive to temperatures at
1.6 MK, is significant in active regions and dominates off-limb.
The pulsations detected by SEM have similar periods to the ones
detected in the 195 Å EUV filaments: around 12 and 30 hr for
Sequences 1 and 2, respectively. In Sequence 2, the amplitudes
of the 10–20 hr oscillations detected in the 195 Å ROI are
not visible in the full-disk 304 Å irradiance. Although they
are spatially unresolved full-disk flux measurements, CELIAS/
SEM data are taken at the high cadence of 15 s, while the
spatially resolved EIT 304 Å images, which are taken every 6 hr
in the synoptic program, are not best suited to detect the shortest
oscillations.

To determine whether the oscillatory phenomena detected
in two different bandpasses, one with spatial resolution in the

EUV filament and the other in full-disk solar EUV irradiance,
are related, we compare characteristic periods, phases, and
amplitudes of intensity variations I/Io − 1 between the two
data sets. This is presented for each sequence, first in Figure 4
for Sequence 2, starting 2003 March 27 reported here and then
in Figure 5 for Sequence 1, starting on 1999 August 29 reported
by F04. In both figures, the variation time series are shown
where I is (a) the 12 minute cadence EIT 195 Å averaged
intensity time series in the ROI and (b) the 5 minute average
CELIAS/SEM 304 Å flux (technically the average of the two
first-order CELIAS/SEM 260–340 Å channels). To study the
dominant periodicities detected in both data sets, the trend Io is
a 50 hr boxcar running average in Sequence 2 and a 14 hr boxcar
running average in Sequence 1. In Figure 4 (Sequence 2), the
10–20 hr oscillations (Time = 50–100 hr) are still visible in
panel (a) despite the 50 hr boxcar detrending, but are not visible
in panel (b).

Nevertheless, there are intervals in each sequence where the
time series appear similar, with stationary periods. In particular,
for a 4-day interval indicated between vertical dashed lines,
respective power spectra are computed and shown in panels
(c) and (d) below. As illustrated in Torrence & Compo (1998),
the global wavelet spectrum is normalized (with the squared
wavelet variance σ 2) and compared to the normalized Fourier
power spectrum. The global wavelet spectrum gives a smoothed
version of the power spectrum. A higher frequency resolution is
achieved by computing the Lomb–Scargle periodogram of the
non-sampled and detrended time series (Scargle 1982; Horne &
Baliunas 1986). The 95% confidence level for the periodogram
was computed according to Bai & Cliver (1990).

For Sequence 2, the highest peak in the spectra corresponds
to a dominant period of 33.5 ± 6 hr in EIT 195 Å and a period
of 38 ± 8 hr in SEM 304 Å. The dominant periods belong
to the same bin between 28 and 40 hr in the Fourier spectra
and fall in the band between 25 and 43 hr, where the power
is above confidence level. For Sequence 1, all spectra peak at
the period of 12 hr and lower peaks can be distinguished near
8 and 15 hr. Thus, for the two sequences reported, the ultra-
long-period oscillations in EUV filaments can be linked with
variations in solar EUV irradiance.

However, the EUV ROI and solar flux are taken at two
separate wavelengths. For Sequence 2, the longer periods of
30 hr allow us the use of EIT 304 Å images taken at the time
cadence of 6 hr to show the corresponding EIT 304 Å variation
time series in the ROI (connected diamonds in Figure 4(a)).
In the interval Time = 110–170 hr, we note a phase shift of
about 5 hr between the 304 and 195 Å time series, the 195 Å
following the 304 Å time series. To confirm and characterize
the phase shifts between the time series at separate wavelengths,
we perform the cross-correlation (Fuller 1995) between the ROI
195 Å intensity and full-disk 304 Å flux variation time series,
as shown versus time lags in Figure 6. The coefficients for the
narrowband signals centered on the dominant periods of each
sequence reach statistically significant peaks (above 0.8 in all
cases), indicating a good correlation and phase shifts of about
2±1 and 4±3 hr for the sequences with (Sequence 1) 12 hr and
(Sequence 2) 30 hr periods, respectively (the 195 Å following
the 304 Å time series). Although the highest cross-correlation
coefficients in the original signals (dotted lines in Figure 6) are
not statistically significant, they are reached for similar time
lags. We conclude that, for the two sequences studied so far, the
two EUV-wavelength ultra-long-period oscillations are phase-
shifted by about a quarter of period.
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in, e.g., Huang & Ji (2005) and Guangli & Haisheng (2007).
The association of optical stellar flares with a bombardment
of the lower atmosphere by non-thermal electrons was demon-
strated by, (e.g., Osten et al. 2005). The appearance of typical
coronal oscillations in white-light emission associated with a
flare can hence be connected with the modulation of the precipi-
tation rate of non-thermal electrons. However, details of this pro-
cess are still poorly understood, as the radiative-hydrodynamic
models of dMe flares using a solar-type non-thermal electron
beam heating function (Allred et al. 2006) do not produce
the T ≈ 9500 K blackbody spectrum of white-light emission
(Mochnacki & Zirin 1980; Hawley & Fisher 1992).

Longitudinal oscillations of coronal loops are associated with
standing slow magnetoacoustic oscillations, rapidly damped
because of high thermal conduction (Ofman & Wang 2002).
Numerical studies (e.g., Nakariakov et al. 2004; Taroyan et al.
2005) demonstrated that this mode can be readily excited
by an impulsive energy deposition. The phase speed of the
longitudinal waves is the tube speed CT = CsCA/

√
C2

s + C2
A,

where Cs and CA are the sound and Alfvén speeds, respectively
(see, e.g., Roberts 2006; Wang 2011). The tube speed is subsonic
and sub-Alfvénic. In a low-beta plasma, typical in coronal
conditions, the tube speed is just slightly lower than the sound
speed. The period of the longitudinal mode is determined by the
ratio of the wavelength (i.e., double the length of the loop for the
global mode) to the phase speed. Development of this theory for
the long-period QPP progressing along the neutral line in a two-
ribbon flare has shown that this estimation is robust (Nakariakov
& Zimovets 2011; Gruszecki & Nakariakov 2011).

The first detection of a QPP in flares on stars other than
the Sun was reported by Rodono (1974) on a flare star in
the Hyades using high-speed photoelectric visible photometry.
More recent observations include the long-period oscillation
(220 s) during the peak of a flare on the active RS Canum
Venaticorum binary (RS CVn) II Pegasi (Mathioudakis et al.
2003) and higher frequency oscillations (2–90 s) during the
decay phase of flares on the dwarf M stars EQ Pegasi and
YZ Canis Minoris (Mathioudakis et al. 2006; Contadakis et al.
2012). Qian et al. (2012) reported a QPP with a mean period
of 3 minutes in an R-band flare on the red dwarf eclipsing
binary CU Cancri. AD Leonis is one of the stars that has been
studied extensively in radio wavelengths where high frequency
QPPs (0.5–5 s) have been widely observed, often with a varying
periodicity (Stepanov et al. 2001; Zaitsev et al. 2004). In soft
X-rays, Mitra-Kraev et al. (2005) detected a 750 s oscillation
with an exponential damping time of 2000 s during the peak
of a flare on AT Microscopium while an oscillation with
similar characteristics was detected in the less active binary
system ξBootis (G8 V+K4 V; Pandey & Srivastava 2009). The
interpretations of the stellar flare oscillations reported so far
have been primarily based on solar analogs. In particular, the
long-period oscillations (longer than several minutes), similar
to SUMER oscillations, detected in these stars can be associated
with the standing longitudinal mode (Wang 2011).

In this paper, we present white-light observations of rapidly-
decaying long QPPs in a powerful “megaflare” on the dM4.5e
flare star YZ CMi and discuss possible interpretations.

2. OBSERVATIONS AND ANALYSIS

We analyze a white-light flare on the dM4.5e flare star YZ
CMi. The flare began at 04:14:54 UT on 2009 January 16 and had
a duration of over 7 hr (Kowalski et al. 2010). At flare peak, the
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Figure 1. The U-band light curve of the YZ CMi megaflare observed on 2009
January 16 (inset). An expanded version of the light curve (black dots) during the
decay phase appears in the main figure. The solid line shows the least-squares
approximation of the long-term component of the flare profile.

U-band emission was almost 6 mag brighter than the quiescent
state. As this was one of the longest and most-energetic flares
ever observed in white-light on an isolated low-mass star, it
was labeled as a “megaflare.” The observations were acquired
with the New Mexico State University 1 m Telescope at the
Apache Point Observatory, New Mexico, USA. The star was
observed for nearly 8 hr with an exposure time of 10 s; allowing
for camera readout, the effective photometric cadence ranged
between 20 and 27 s. Differential photometry was performed
with HD 62525 as a comparison star.

The light curve, shown in the inset in Figure 1, is typical
of that of a white-light flare. It has an impulsive rise to peak
before it gradually decays. Such a temporal pattern is typical
for stellar flares (see, e.g., Moffett 1974), and in the context
of gamma-ray bursts is usually referred to as a “FRED”—Fast
Rise, Exponential Decay—pattern (e.g., Fenimore et al. 1996).
An inspection of the lightcurve reveals long-period QPPs during
the decay phase, which are the subject of our investigation.10

The relative amplitude of the oscillatory perturbations seen in
the decaying trend is about 15%. There is a gap in the data,
due to instrument calibration, but this does not affect the time
interval of interest.

2.1. Slowly-varying Trends

To extract the oscillatory component from the lightcurve,
we split the signal into two components. The first one is the
long-term decaying component with a slowly-varying trend.
The second one contains the short-term oscillatory variations.
To extract the long-term component, we fit the decay phase of
the lightcurve with an empirical power-law of the type:

I (t) = A(t + 1)−d + I0, (1)

where I (t) is the intensity, t is the time in hours from the
flare peak, A is the increase in the intensity at t = 0, d is
the decay coefficient, and I0 is the intensity of the background
emission. The fitting was done with the COMFIT procedure from
the standard Interactive Data Language library (Exelis Visual
Information Solutions, Boulder, Colorado). The best-fit result
corresponds to the parameters A = 94.52, d = 2.15, and

10 Short-period and medium-period QPPs in another flare on this star have
been reported by Contadakis et al. (2012).
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Figure 2. Upper panel: the short-term intensity variations (gray dots) extracted from the U-band light curve. The solid line shows the best-fitting exponentially decaying
sinusoidal oscillation, with a period of 32 minutes and a damping time of 46 minutes. Lower panel: the Lomb–Scargle periodogram of the de-trended signal. The
horizontal dashed line shows the confidence level of 99.9%.

I0 = 6.88. Subtracting the best-fit power-law function from the
original signal, we extract the short-term variation (Figure 2).
A similar procedure was used in the extraction of the rapidly-
decaying oscillatory signal in the decaying phase of a solar flare
(Kim et al. 2012).

2.2. Oscillatory Component

The short term component (upper panel in Figure 2) shows
a high-amplitude decaying oscillation. About four cycles of
the oscillations are seen. To estimate the oscillation period, we
constructed a Lomb–Scargle periodogram (Lomb 1976; Scargle
1982) of the de-trended signal. This method is suitable for
unevenly spaced data and is widely used for the detection of
periodic signals. The periodogram (lower panel of Figure 2)
has a major significant peak at 0.54 mHz that corresponds to a
period of about 31 minutes.

As the oscillation is rapidly decaying, the application of
spectral methods to study it becomes more complex. A more
reliable approach is the approximation of the data by a guessed
function. The variations are approximated by the exponentially
decaying harmonic function,

I (t) = A cos
(

2π

P
t + φ0

)
exp

(
−δ

t

P

)
, (2)

where t is the time from the flare peak, A is the amplitude of the
initial perturbation, P is the oscillation period, φ0 is the phase
at t = 0, and δ is the damping constant. We fit this function to
the short-term component to estimate the oscillation parameters.
We estimated that the oscillation period is 32 minutes and the
damping constant is 0.7, which corresponds to a damping time,
(δ/P )−1, of about 46 minutes. Note that the estimated period
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Figure 3. Autocorrelation functions of the decay phase of the light curve of
the megaflare. The solid line corresponds to the full signal and the dotted line
corresponds to the detrended curve.

is very close to the value obtained with the Lomb–Scargle
periodogram. The model curve with these parameters plotted
over the short-term component of the light curve is presented in
Figure 2. One can see that this model fits the observations well.
Some discrepancy between the best-fitted curve and the data can
be attributed to the presence of a significant second harmonic
with a period of 16 minutes.

To confirm the above findings, we constructed autocorrelation
functions of the total signal and of the de-trended signal
(Figure 3). This approach suppresses random variations while
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•  Uniform	
  data	
  (or	
  uniformly	
  interpolated	
  data):	
  
FFT,	
  Windowed	
  FFT,	
  wavelet,	
  etc.	
  

•  Non-­‐uniform	
  data:	
  Periodogram,	
  DCDFT,	
  etc.	
  
•  Short	
  'me	
  series	
  (a	
  few	
  oscilla'on	
  cycles):	
  
Nonlinear	
  fit	
  (mpfit.pro,	
  hdps://www.physics.wisc.edu/

~craigm/idl/figng.html),	
  	
  Op'miza'on	
  methods	
  (IDL	
  
rou'ne:powell.pro),	
  Bayesian	
  inference	
  (Marsh	
  ApJ	
  

2008,	
  681;	
  Irregui,	
  ApJ,	
  2011	
  740).	
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time variation of spectral parameters of the analysed signal can be obtained with
the short-time (windowed) Fourier transform (Sec. 1.3.4) and the wavelet analysis

(Sec. 1.3.5). In Sec. 1.3.6, we discuss the significance tests for periodogram and other
spectral analysis methods.

1.3.1 Fast Fourier Transform

Fast Fourier Transform is an efficient algorithm to perform discrete Fourier transform
(DFT). DFT decomposes a time series into components over a range of discrete
frequencies. Let yj, where j = 0, · · · , N − 1, be a series of complex numbers (the
notation yj = y(tj) is used alternatively in the following text). The DFT is defined
as,

Yk =
N−1
∑

j=0

yje
−i2πk j

N , k = 0, · · · , N − 1 (1.76)

Direct DFT computation requires O
(

N2
)

operations, while FFT computes the same
results with only O (N logN) operations. Hence FFT is much fast than DFT. The
FFT is computed at sufficiently small frequency intervals, therefore the inverse FFT
can be performed with negligible errors.

1.3.2 Periodogram

The periodogram is a commonly used spectral analysis technique to extract periodic
components in unevenly-spaced data. Other spectral analysis techniques, i.e. FFT,
wavelet, are not so efficient in handling this kind of data, as unevenly-spaced data
usually generate spurious periods equal to time gaps and/or their harmonics in the
FFT or wavelet techniques. However, the periodogram avoids such incapability. The
periodogram is equivalent to the least-square fit with sinusoidal functions to the time
series.

The reliability and efficiency of periodogram was studied in Scargle (1982),
and here we follow that discussion. The periodogram Py(ω) for an angular frequency
component ω is defined as

Py(ω) =
1

2

{

[
∑

j yj cosω(tj − τ)]2
∑

j cos
2 ω(tj − τ)

+
[
∑

j yj sinω(tj − τ)]2
∑

j sin
2 ω(tj − τ)

}

, (1.77)
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•  DFT requires O(N2) operations; 
•  FFT is an algorithm that compute accurate DFT with 
O(NlogN) operations.  

•  FFTPACK (Fortran), FFT (IDL),  numpy.fft(Python) 
•  IDL and Fortran FFT comparison (www.ssec.wisc.edu/

~paulv/fft/fft_comparison.html) 
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Ø d:	
  the	
  vector	
  of	
  *me;	
  	
  
Ø xx:	
  the	
  vector	
  of	
  variables	
  
Ø n=n_elements(xx);	
  number	
  of	
  samples	
  
Ø d=d-­‐d[0]	
  	
  ;	
  *me	
  invariance	
  
Ø xx=xx-­‐mean(xx)	
  ;	
  remove	
  mean	
  value	
  
Ø dt=d[1:n-­‐1]-­‐d[0:n-­‐2]	
  ;	
  calculate	
  cadence	
  
Ø dt_min=min(dt,max=dt_max)	
  
Ø '=0.5*(dt_min+dt_max);	
  ensure	
  uniform	
  data	
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Ø temp	
  =	
  r(xx)	
  ;	
  calculate	
  FFT	
  
Ø if	
  n	
  mod	
  2	
  eq	
  0	
  then	
  begin	
  ;	
  even	
  number	
  	
  
Ø freq	
  =	
  findgen(n/2+1)/(n*')	
  
Ø pow_r	
  	
  =	
  abs(temp[0:n/2])^2	
  
Ø phase_r=atan(temp[0:n/2],/phase)	
  
Ø endif	
  else	
  begin	
  ;	
  odd	
  number	
  	
  
Ø freq=findgen((n+1)/2)/(n*')	
  
Ø pow_r=abs(temp[0:(n-­‐1)/2])^2	
  
Ø phase_r=atan(temp[0:(n-­‐1)/2],/phase)	
  
Ø endelse	
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Ø norm=variance(xx)/float(N)	
  	
  
Ø pow_r=pow_r/norm	
  ;	
  Normaliza'on	
  
Ø power=pow_r	
  
Ø fs=0.01	
  &	
  Num=1000.	
  
Ø d=findgen(Num)*fs	
  
Ø xx=2*sin(2*!pi*15*d)-­‐cos(2*!pi*16*d)
+sin(2*!pi*30*d)	
  ;	
  A	
  'me	
  series	
  of	
  freq=[15,	
  
16,	
  30]	
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Without	
  normaliza'on	
   Normalized	
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Without	
  normaliza'on	
   Normalized	
  

•  Problems	
  in	
  FFT:	
  aliasing	
  (discre'za'on),	
  
spectral	
  leakage	
  (finite	
  'me	
  span)	
  

•  Windowing	
  -­‐>	
  a)	
  Select	
  a	
  desired	
  range;	
  b)	
  
Apply	
  weights	
  to	
  the	
  data;	
  c)	
  Reduce	
  the	
  noise	
  
by	
  repe''ve	
  measurements.	
  

•  Harris,	
  1978	
  “On	
  the	
  use	
  of	
  windows	
  for	
  harmonic	
  
analysis	
  with	
  the	
  Discrete	
  Fourier	
  Transform”	
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Without	
  normaliza'on	
   Normalized	
  

Harris,	
  1978	
  
The	
  selected	
  sequence	
  
has	
  to	
  contain	
  sufficient	
  
informa'on.	
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Without	
  normaliza'on	
   Normalized	
  

The angle bracket denotes the inner product < y1, y2 >=
∑N−1

0 y1(tj)y2(tj). The
coefficients a0, a1 and a2 are determined in such a way that

< h0, h0 >=< h1, h1 >=< h2, h2 > . (1.85)

The date-compensated discrete Fourier transform (DCDFT) is computed as

P (ω) =F (ω)F ∗(ω) (1.86)

F (ω) = < y, h1 + ih2 > /a0
√
2, (1.87)

where (∗) denotes complex conjugate, i =
√
−1 is the imaginary unit.

The DCDFT method measures the spectral amplitude with good accuracy. A
harmonic filter was designed to remove certain periodic components in the time series
in the temporal domain. This method is in contrast, but superior, to traditional
filtering in the spectral domain. A harmonic signal at a certain frequency ω0 is
calculated with the DCDFT method and is subtracted from the original signal,

ŷ(tj) = y(tj)− [d0 + d1 cosω0tj + d2 sinω0tj]. (1.88)

The coefficients d0, d1 and d2 are evaluated with the DCDFT method (Ferraz-Mello
1981).

1.3.4 Windowed Fourier transform

Windowed Fourier transform (WFT) is a Fourier transform performed at local sec-
tions of a time series, therefore the local spectra of the frequency, amplitude, phase
and their changes over time are obtained. It is equivalent to multiplying a window
function over the signal in the time domain. The window function is only non-zero
over a certain range in time and is padded with zero over most of time. Usually
the non-zero part is moving (sliding) over time, therefore the dynamical spectra are
obtained. Mathematically, windowed Fourier transform is expressed as,

Yk,m =
N−1
∑

j=0

yjwj−me−i2πk j
N , k = 0, · · · , N − 1 (1.89)

= {Yk "Wk}(m), (1.90)

where wj and Wk are the window function and its Fourier transform, respectively,
and (") in Eq. (1.90) denotes the convolution operation. There are a number of
commonly used window functions, i.e. a rectangle window, cosine bell window,
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1. WFFT	
  reveals	
  a	
  dynamic	
  ('me-­‐dependent)	
  spectrum.	
  
2. It	
  is	
  arbitrary	
  to	
  choose	
  a	
  proper	
  window	
  width.	
  
3. The	
  spectral	
  resolu'on	
  depends	
  on	
  the	
  window	
  width.	
  	
  
4. Different	
  windows	
  produce	
  slightly	
  different	
  spectra.	
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Without	
  normaliza'on	
   Normalized	
  

Ø xx=2*sin(2*!pi*15*d)-­‐cos(2*!pi*16*d)+sin(2*!
pi*30*d)	
  ;	
  A	
  'me	
  series	
  of	
  freq=[15,	
  16,	
  30]	
  



Windowed	
  FFT	
  	
  
window	
  width=1/4	
  'me	
  span	
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Without	
  normaliza'on	
   Normalized	
  

Ø xx=2*sin(2*!pi*15*d)-­‐cos(2*!pi*16*d)+sin(2*!
pi*30*d)	
  ;	
  A	
  'me	
  series	
  of	
  freq=[15,	
  16,	
  30]	
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Without	
  normaliza'on	
   Normalized	
  

Ø xx=2*sin(2*!pi*15*d)-­‐cos(2*!pi*16*d)+sin(2*!
pi*30*d)	
  ;	
  A	
  'me	
  series	
  of	
  freq=[15,	
  16,	
  30]	
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Wa v e l e t i s d e f i n e d a s t h e 
convolution of a time series with a 
scaled mother function Ψ. 
Torrence & Compo, A practical 
guide to wavelet, BAMS 1998. 

Wh (s) = yj
j=0

N−1

∑ Ψ*[( j − h)δ t
s

]

= Yk
k=0

N−1

∑ Ψ̂*(sω k )e
iωkhδ t

Hamming window, Hanning window (Harris 1978; Nuttall 1981). The window size
determines the temporal and spectral resolution. There is a trade-off effect between
them: a small window size generates a dynamic spectrum with a good temporal
resolution but a coarse spectral resolution; while a dynamic spectrum obtained with
a sufficiently large window size has a good spectral resolution but a coarse temporal
resolution. A wide spectra with both low and high frequency components may
require different spectral and temporal resolution. This leads to the creation of
wavelet transform, discussed in Sec. 1.3.5.

1.3.5 Wavelet analysis

Similarly to WFT, the wavelet transform is exploited to analyse the variability of
series and gives the time-dependent power spectra (e.g. Daubechies 1990). It is
defined as the convolution of the time series yj with a scaled and translated version of
a mother function Ψ0(η). The wavelet function Ψ0(η) depends on a non-dimensional
time parameter η (Torrence & Compo 1998):

Wh(s) =
N−1
∑

j=0

yjΨ
∗

[

(j − h)δt

s

]

, (1.91)

where δt is the uniform time interval between two adjacent data points, s is the
scale (width) of the wavelet, it is related to the Fourier period. Ψ is the normalised
version of Ψ0 (see Torrence & Compo 1998, for details). It must have zero mean
and be localised in both time and frequency spaces to be admissible as a wavelet
function (Farge 1992).

The Morlet wavelet is one of the most commonly used mother function to
study oscillatory processes. It consists of a plane wave function modulated by a
Gaussian profile (e.g. Farge 1992):

Ψ0(η) = π−1/4eiω0ηe−η2/2, (1.92)

where ω0 = 6 is the non-dimensional frequency that satisfies the admissibility con-
dition (Farge 1992), however using larger ω0 was found to improve the spectral
resolution (De Moortel & Hood 2000).

Wavelet transform is usually evaluated in the Fourier space, benefiting from
the efficient FFT computation. The Fourier transform of the mother function Ψ(t/s)

is denoted as Ψ̂(sω). According to the convolution theorem, the wavelet transform
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Ψ0 is the original  mother function 
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3. Wavelet analysis

This section describes the method of wavelet analy-
sis, includes a discussion of different wavelet func-
tions, and gives details for the analysis of the wavelet
power spectrum. Results in this section are adapted to
discrete notation from the continuous formulas given
in Daubechies (1990). Practical details in applying
wavelet analysis are taken from Farge (1992), Weng
and Lau (1994), and Meyers et al. (1993). Each sec-
tion is illustrated with examples using the Niño3 SST.

a. Windowed Fourier transform
The WFT represents one analysis tool for extract-

ing local-frequency information from a signal. The
Fourier transform is performed on a sliding segment
of length T from a time series of time step δt and total
length Nδt, thus returning frequencies from T−1 to
(2δt)−1 at each time step. The segments can be win-
dowed with an arbitrary function such as a boxcar (no
smoothing) or a Gaussian window (Kaiser 1994).

As discussed by Kaiser (1994), the WFT represents
an inaccurate and inefficient method of time–fre-
quency localization, as it imposes a scale or “response
interval” T into the analysis. The inaccuracy arises
from the aliasing of high- and low-frequency compo-
nents that do not fall within the frequency range of the
window. The inefficiency comes from the T/(2δt) fre-
quencies, which must be analyzed at each time step,
regardless of the window size or the dominant frequen-
cies present. In addition, several window lengths must
usually be analyzed to determine the most appropri-
ate choice. For analyses where a predetermined scal-
ing may not be appropriate because of a wide range
of dominant frequencies, a method of time–frequency
localization that is scale independent, such as wave-
let analysis, should be employed.

b. Wavelet transform
The wavelet transform can be used to analyze time

series that contain nonstationary power at many dif-
ferent frequencies (Daubechies 1990). Assume that
one has a time series, xn, with equal time spacing δt
and n = 0 … N − 1. Also assume that one has a wave-
let function, ψ0(η), that depends on a nondimensional
“time” parameter η. To be “admissible” as a wavelet,
this function must have zero mean and be localized in
both time and frequency space (Farge 1992). An ex-
ample is the Morlet wavelet, consisting of a plane
wave modulated by a Gaussian:

ψ η π ω η η
0

1 4 20
2( ) = − −e ei , (1)

where ω0 is the nondimensional frequency, here taken
to be 6 to satisfy the admissibility condition (Farge
1992). This wavelet is shown in Fig. 2a.

The term “wavelet function” is used generically to
refer to either orthogonal or nonorthogonal wavelets.
The term “wavelet basis” refers only to an orthogo-
nal set of functions. The use of an orthogonal basis
implies the use of the discrete wavelet transform,
while a nonorthogonal wavelet function can be used
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FIG. 2. Four different wavelet bases, from Table 1. The plots
on the left give the real part (solid) and imaginary part (dashed)
for the wavelets in the time domain. The plots on the right give
the corresponding wavelets in the frequency domain. For plotting
purposes, the scale was chosen to be s = 10δt. (a) Morlet, (b) Paul
(m = 4), (c) Mexican hat (DOG m = 2), and (d) DOG (m = 6).
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Figure 7. (a) Baseline-ratio intensity variation of a pixel taken at U1. The red curve is a single harmonic fit to the time series. Other panels are (b) the histogram of
time series, (c) the Morlet wavelet spectrum, and (d) the periodogram.
(A color version of this figure is available in the online journal.)

both sides of an LB appear to have almost a one-to-one
correspondence. To quantify this effect, we selected the U1
and U2 parts (located at 0–4.′′0 and 6.′′0–8.′′6, respectively) of
the time–distance array along cut C1 (see the dashed lines in
Figure 5(a)), and obtained two time series by averaging the
selected partial time–distance arrays over the space domain. We
calculated the cross-correlation coefficient (XCC) of the two
time series for different lag times; see Figure 6(a). Thresholding
was applied at a value of 0.2 to mitigate the effect of the spikes
introduced by UFs. The first maximum of the XCC was detected
at a zero lag time. This means that the umbral oscillations at
both sides of LB1 are apparently in phase. We applied the
same analysis to the U1 (0′′–4′′) and U3 (12′′–16.′′4) parts of
the time–distance map along C2 and obtained that the time lag
corresponding to the maximum correlations is about 15 s. As
this value is about the cadence time of the measurements, see
Figure 6(b), and much shorter than the oscillation period, hence
it could also be considered as a zero lag time. Therefore, our
analysis reveals that the umbral oscillations in U1, U2, and U3
are apparently in phase, although the spatial locations of these
oscillations are separated by LBs.

3.3. Umbral Flashes

Apart from the quasi-monochromatic oscillations discussed
above, the observed sunspot hosts interesting examples of
UF phenomenon. UFs are seen as local emission intensity
enhancements in chromospheric umbrae (see Figure 1(b)) of
the analyzed sunspot. This phenomenon is illustrated by UF1 as
an example: its spatial extent (Figure 1(b)), its spatiotemporal
morphology (Figure 5), and its time profile (Figure 7(a)).

We see that UFs occur as trains of several sharp increases in
the brightness. Inside the trains, the UFs repeat with a three-
minute periodicity that is consistent with the early findings (see,
e.g., Rouppe van der Voort et al. 2003; de la Cruz Rodrı́guez
et al. 2013). Figure 5 reveals that the UF trains occur at
random locations without a well-established occurrence rate.
Moreover, individual UFs are seen to ride wave fronts of umbral
oscillations. However, in contrast to the apparent coherence of
the three-minute oscillations on either sides of LBs discussed in

Section 3.2, UFs lack the one-to-one correspondence at either
sides of LBs (see Section 3.2). Thus, UFs are confined within
the umbral cores and cannot propagate across LBs.

Figure 7 plots the time series of a pixel in the U1 part of C2
and its power spectrum. The amplitude of umbral oscillations is
normally less than 10% of the background intensity, but surges
up to 60% when an UF occurs. The series of spikes introduced
by UFs constitute the major oscillation power in the wavelet
spectrum (Figure 7(c)) and contribute significantly to the peak
at about 6.2 mHz in the periodogram (Figure 7(d)). Between
UFs, umbral oscillations produce minor power in comparison
with UF oscillations in spite of their persistence over the whole
time series.

The time series of the intensity variation were over-plotted
with a sinusoidal fit (red curve, Figure 7(a)). This figure confirms
the finding that UFs follow the cycles of umbral oscillations
(also see Figure 5) and that UFs do not disrupt the phase
of three-minute oscillations. Thus, we see that UFs’ intensity
variation (Figure 7(a)) exhibits no significant difference with
three-minute oscillations in the umbra, apart from having a much
larger amplitude, at about 50% of the background intensity.

4. CONCLUSIONS

We have analyzed the intensity variations in a sunspot
AR 11836 with two LBs, observed with Hinode/SOT in the
Ca ii H bandpass. In full agreement with commonly accepted
knowledge, the three-minute oscillations were found to occupy
the umbral part of the sunspot, while five-minute oscillations fill
in the penumbra. Our narrow-band power map analysis shows
that significant five-minute oscillations are also present in LBs,
while three-minute oscillations are suppressed there. Our finding
generalizes the earlier results recently obtained by Sobotka et al.
(2013) for a pore in the case of a well-developed sunspot with
a penumbra. The five-minute oscillation power along the faint
bridges (LB1) does not exhibit recognizable features, however,
the time–distance plot along LB1 illustrated that the five-
minute oscillations do not experience a noticeable change in
the phase along the bridge. Thus, five-minute oscillations are

5
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Figure 2.5: Top left: the temporal intensity variation of a macro-pixel of 3×3 pixels,
the time series is detrended by removing the running average of 50 data points. The
histogram is displayed on the top right. Middle left: the Morlet wavelet analysis to
the time series displayed above, the COI is cross-hatched. Middle right, the global
wavelet. Bottom left: windowed FFT transform with a Gaussian function with
window size of 60 min. The parts of the spectrum that is subject to edge effect are
cross-hatched. Bottom right: the periodogram spectrum.
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Figure 2.4: a) AIA 171 Å image of active region NOAA 11330 observed on 27 Oct
2011 at 04:30:01 UT is shown with the flux on the logarithmic scale. The green arrow
labels a bright loop in dark backgound, used to study the de-rotational artifacts as
detaled in Sec. 2.2. A cut that was taken to make the time-distance plot is indicated
with a black bar. b) The running difference R1 of the time-distance plot started
at 04:30:01 UT. R2 is the first half of R1, to the left of the white dashed line. It
covers about 10 cycles of the propagating features. Panel (c) shows the background-
subtracted time-distance plot D1. The first half of D1 on the left of the white dashed
line is D2.
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time variation of spectral parameters of the analysed signal can be obtained with
the short-time (windowed) Fourier transform (Sec. 1.3.4) and the wavelet analysis

(Sec. 1.3.5). In Sec. 1.3.6, we discuss the significance tests for periodogram and other
spectral analysis methods.

1.3.1 Fast Fourier Transform

Fast Fourier Transform is an efficient algorithm to perform discrete Fourier transform
(DFT). DFT decomposes a time series into components over a range of discrete
frequencies. Let yj, where j = 0, · · · , N − 1, be a series of complex numbers (the
notation yj = y(tj) is used alternatively in the following text). The DFT is defined
as,

Yk =
N−1
∑

j=0

yje
−i2πk j

N , k = 0, · · · , N − 1 (1.76)

Direct DFT computation requires O
(

N2
)

operations, while FFT computes the same
results with only O (N logN) operations. Hence FFT is much fast than DFT. The
FFT is computed at sufficiently small frequency intervals, therefore the inverse FFT
can be performed with negligible errors.

1.3.2 Periodogram

The periodogram is a commonly used spectral analysis technique to extract periodic
components in unevenly-spaced data. Other spectral analysis techniques, i.e. FFT,
wavelet, are not so efficient in handling this kind of data, as unevenly-spaced data
usually generate spurious periods equal to time gaps and/or their harmonics in the
FFT or wavelet techniques. However, the periodogram avoids such incapability. The
periodogram is equivalent to the least-square fit with sinusoidal functions to the time
series.

The reliability and efficiency of periodogram was studied in Scargle (1982),
and here we follow that discussion. The periodogram Py(ω) for an angular frequency
component ω is defined as

Py(ω) =
1

2

{

[
∑

j yj cosω(tj − τ)]2
∑

j cos
2 ω(tj − τ)

+
[
∑

j yj sinω(tj − τ)]2
∑

j sin
2 ω(tj − τ)

}

, (1.77)
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where yj is a physical observable at time sequence tj . The parameter τ is defined as

tan(2ωτ) =





∑

j

sin 2ωtj



 /





∑

j

cos 2ωtj



 . (1.78)

The quantity τ ensures the time-invariant properties of the power spectrum. Py(ω)

can be evaluated at any frequency ω. It is normally calculated at a set of M fre-
quencies such that the Py(ωn) are independent random variables (Scargle 1982). In
particular, the frequencies may coincide with the natural frequencies used in the
Fourier analysis.

1.3.3 Date-compensated Fourier transform

Date-compensated Fourier transform is de facto superior than the periodogram,
especially in estimating the amplitudes of spectral components, however it is less
frequently used due to the lack of a reliable significance test. The periodogram mis-
measures the amplitudes severely when the signal period and the data gaps are close
in value. After subtracting the signal component, the residuals have a large value
other than zero, and the periodic component still shows up as a significant peak
(Foster 1995).

In common FT-derived methods, the average of the time series is removed
prior to spectral analysis. Then the time series is decomposed into a two-dimensional
function subspace consisting of sine and cosine. Ferraz-Mello (1981) considered pro-
jecting the data into a three-dimensional function subspace: sine, cosine and #1, which
means that every trial frequency component ω still shares a non-zero residue. For a
trial frequency ω, three basis functions are constructed,

H0(tj) = 1, (1.79)

H1(tj) = cosωtj , (1.80)

H2(tj) = sinωtj . (1.81)

These functions are orthonormalised by the Gram-Schmidt formulae (Ferraz-Mello
1981):

h0 =a0H0, (1.82)

h1 =a0H1 − a1h0 < h0,H1 >, (1.83)

h2 =a2H2 − a2h0 < h0,H2 > −a2h1 < h1,H2 > . (1.84)
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Fig. 3. Left column: time series (1998-07-03 00:47–12:00 UT). Right column: the corresponding normalised power spectra, a 30-min running
average is removed from the intensity time series beforehand, the harmonics of the orbital periods are marked with the vertical dash-dot-dot lines,
corresponding to the periods 96, 48, 32, 24 min. From top to bottom row: TRACE CCD temperature variation (◦C), the average intensity (DN) of
the ROI, and off ROI.

00:47–12:00 UT (Fig. 3, middle row) revealed pronounced peaks
at the frequency corresponding to the orbital period 0.17 mHz
(96 min) and its higher harmonics 0.35 mHz (48 min), 0.52 mHz
(32 min), 0.69 mHz (24 min). The same periodicities were de-
tected in a rather quiet region (Fig. 3, bottom row), chosen off the
ROI region (Fig. 1a). The same result are found in both 171 Å
and 195 Å data. The presence of the higher harmonics of the or-
bital period is connected with nonlinear dependence of the image
intensity to the CCD temperature (Fig. 3, top row).

By assuming the CCD temperature T = T0+δT cos
(

2πt
P + φ

)
,

we expand the average intensity F(T ) of the images in to Taylor
series and re-arrange it by trigonometric operations:

F(T ) = F(T0) +
dF
dT
δT +

d2F
2!dT 2 (δT )2 + . . .

= a0 + a1 cos
(

2πt
P
+ φ

)
+ a2 cos2

(
2πt
P
+ φ

)
+ . . .

= b0 + b1 cos
(

2πt
P
+ φ1

)
+ b2 cos

(
2πt
P/2
+ φ2

)
+ . . .

Here the harmonics periods affect the image intensities, as the
telescope orbits around the Earth, it is due to the non-linearity
of the orbital environment, the detection efficiency, the telescope
system. The orbital effect applies to other space missions as well,
e.g. Yohkoh, Hinode and CORONAS-Photon. It varies between
instruments and has to be studied systematically to avoid mis-
leading results.

4. Results

We selected a time series (1998-07-03 00:47-09:00 UT) of a de-
rotated macro-pixel (3 × 3 pixels) situated along the mid-way of
the slit (Fig. 1b) in the image in 171 Å. A time interval affected
by a C1.3 GOES-class flare (11:19–11:33 UT) was cropped.
There are several images corrupted by CCD saturation bleed-
ing between 09:00–10:00 UT, and we simply crop this part. We
attempted removing the bad images manually, and included one
more hour to the time series, but it resulted in tiny difference
compared to Fig. 4. The power spectrum of the signal is shown
in Fig. 4a. It contains a mixture of peaks, including the orbital
artifacts.

We did the same spectral analysis to macro-pixels out of the
fan structure, only the orbital artifacts and/or other random peaks
due to noise or unknown sources were found. It suggests that the
peaks possibly of solar origin are only localised to the diffuse
structure. We enlarged the macro-pixel size from 3 × 3 pixels to
20 × 20 pixels, the corresponding power spectrum is shown in
Fig. 4c. Since the orbital artifact exist in all pixels, it is seen that
the rest of the peaks are smoothed out and buried relatively in
the enhanced orbital harmonics. In order to identify the disap-
pearing peaks and distinguish signals of solar origin from the
noise within the data and artifacts due to spectral leakage of the
orbital harmonics, we also performed filtering to the signal, as
specified in Sect. 2.4. The spectrum (see Fig. 4e) after filtering
out the orbital harmonics, shows significant peaks. The result is
confirmed by the 195 Å data, displayed in Fig. 4b,d and f. The
results are summarised in Table 1.
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(a) (b) (c)

Fig. 1. a) The field of view over AR8253 taken at 1998-07-01 01:01 UT in TRACE 171 Å bandpass, the region of interest (ROI) in the white box
includes the fan-like structure and is re-sized to the left, an off-ROI region including the weakest intensity area is marked to the top. b) The region
of interest (128 × 128 pixels) showing the fan-like structure; a slit of the macro-pixels (3 × 3) is selected along the fan. c) The intensity map of
17 GHz radio emission over AR8253 at 1998-07-01 01:01 UT. The contour in dashed line marked the sunspot area.

oscillations in sunspots, the possibility of the acoustic wave leak-
age into the corona has recently been demonstrated numerically
(Botha et al. 2011), but for longer periods a similar mechanism
has not been developed. Also, a related question is whether the
atmospheric long-period oscillations are anyhow connected with
the long-period gravity-driven oscillations of the solar interior.
Indeed, the solar g-mode periods are estimated in the range of
16 min to 28 h (e.g. Appourchaux et al. 2010), these are similar
to the periods of the atmospheric oscillations. The aim of this
paper is to contribute to our understanding of this connectivity.

Here, we analyse long-duration observations of active region
AR8253 in the 171 Å and 195 Å bandpasses of TRACE, for
five days. We aim to fully take advantage of the long dataset
and search for the long-period oscillations and its originality in
combination with NoRH 17 GHz radio data. The dataset and its
pre-processing are described in Sect. 2; the orbital effects are
discussed in Sect. 3; the power spectrum analysis and the elim-
ination of the orbital artifacts are presented in Sect. 4, and final
conclusions are given in Sect. 5.

2. Dataset

2.1. Observations

TRACE targeted AR8253 almost continuously for about 5 days,
from 30 Jun. to 4 Jul. 1998. The images were taken with the
half field-of-view (FOV), 512 × 512 pixels, at the full resolution
of 0.5 arcsec/pixel in 171 Å and 195 Å bandpasses. The typi-
cal cadence time was either ∼41 or ∼30 s. The imaging interval
between 171 Å and 195 Å was normally 11 s. The data con-
tained several gaps, lasting from ∼20 min to ∼4 h, but the total
observation time covered about ∼70% of the time span in both
EUV bandpasses. Radio observations at 17 GHz were provided
by NoRH. It operates daily from 22:45 to 6:30 UT of the next
day, providing data at 10 s cadence with spatial resolution of
10 arcsec/pixel.

2.2. Pre-processing

The TRACE datacubes were prepared with the standard routine
TRACE_PREP in Solar Software with standard pre-processing
keywords. The EUV images were calibrated with white-light
pointing; the spikes and streaks from radiation belts and cos-
mic rays, plus the readout noise, were removed; the flux

intensities were normalised to the exposure time. The image
coordinates were co-aligned at the origin of the solar disk in
Heliocentric-Cartesian Coordinates to correct the spacecraft re-
targeting. The fan-like structure (Fig. 1a) was tracked with the
co-moving frame following the solar surface differential rota-
tion. The spacecraft pointing drifts (Handy et al. 1999), plus
the uncertainties of solar rotational model, were minimised by
cross-correlation offsets. Two co-aligned sub-datasets (128 ×
128 pixels) were taken for further analysis (Fig. 1b).

The NoRH 17 GHz radio data was synthesised with the
Koshix algorithm. The sunspot was located in the full-disk image
and followed with a solar co-rotating box of size (36×36 pixels)
(see details in Chorley et al. 2010). The FOV was chosen to co-
incide with the EUV observations. The position of the region of
the microwave emission intensity is contoured in dashed line in
the EUV image in Fig. 1c. The strong gyro-resonant emission is
situated in the sunspot chromosphere. Above it, the fan-like dif-
fuse structure in the corona is an magnetic field extension from
the sunspot (Fig. 1a).

2.3. Co-alignment and dejittering

As the TRACE observation spans over 100 h, the images had
to be co-aligned and de-jittered. Four images were selected for
each day as the reference for cross-correlation and were co-
aligned by overlapping the footpoint within an accuracy of less
than 1.5 pixels. The rest of the images were smoothed with box-
car of 10 × 10 pixels, then aligned by the offset calculated by
cross-correlating to the corresponding reference image. The off-
sets were treated as time series and smoothed by running aver-
aging to suppress the noise. This approach is more efficient than
any smoothing in the images. However it becomes very unstable
to the outliers introduced by disruption(s) to the image topology.

There are three types of outliers (Gounder et al. 2007) in the
offsets: 1) additive outliers (AO) are single exotic values, nor-
mally due to CCD saturation bleeds that ruin part(s) of an im-
age. AOs are easily detected by thresholding and replaced with
neighbouring values; 2) innovational outliers (IO) appear as an
abrupt step of the average, during which part of the region of in-
terest is out of the FOV; IOs are corrected by restoring the mean;
3) transitory change outliers (TCO) are spikes in the time series
that disappear gradually. A flare or a bright point normally in-
duces TCO. TCOs are replaced by linearly interpolated values
between the points before and after the event (about 0.5–1 h).
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H0 (t j ) =1
H1(t j ) = cosωt j
H2 (t j ) = sinωt j

h0 = a0H0

h1 = a1H1 − a1h0 < h0,H1 >
h2 = a2H2 − a2h0 < h0,H2 >
−a2h1 < h1,H2 >

< y1, y2 >= y1(t j )y2 (t j )
1

N

∑
DCDFT:	
  Every	
  frequency	
  
component	
  shares	
  a	
  frac'on	
  of	
  the	
  
mean	
  value.	
  
DFT:	
  Only	
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  zero	
  frequency	
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  mean	
  
value.	
  

The angle bracket denotes the inner product < y1, y2 >=
∑N−1

0 y1(tj)y2(tj). The
coefficients a0, a1 and a2 are determined in such a way that

< h0, h0 >=< h1, h1 >=< h2, h2 > . (1.85)

The date-compensated discrete Fourier transform (DCDFT) is computed as

P (ω) =F (ω)F ∗(ω) (1.86)

F (ω) = < y, h1 + ih2 > /a0
√
2, (1.87)

where (∗) denotes complex conjugate, i =
√
−1 is the imaginary unit.

The DCDFT method measures the spectral amplitude with good accuracy. A
harmonic filter was designed to remove certain periodic components in the time series
in the temporal domain. This method is in contrast, but superior, to traditional
filtering in the spectral domain. A harmonic signal at a certain frequency ω0 is
calculated with the DCDFT method and is subtracted from the original signal,

ŷ(tj) = y(tj)− [d0 + d1 cosω0tj + d2 sinω0tj]. (1.88)

The coefficients d0, d1 and d2 are evaluated with the DCDFT method (Ferraz-Mello
1981).

1.3.4 Windowed Fourier transform

Windowed Fourier transform (WFT) is a Fourier transform performed at local sec-
tions of a time series, therefore the local spectra of the frequency, amplitude, phase
and their changes over time are obtained. It is equivalent to multiplying a window
function over the signal in the time domain. The window function is only non-zero
over a certain range in time and is padded with zero over most of time. Usually
the non-zero part is moving (sliding) over time, therefore the dynamical spectra are
obtained. Mathematically, windowed Fourier transform is expressed as,

Yk,m =
N−1
∑

j=0

yjwj−me−i2πk j
N , k = 0, · · · , N − 1 (1.89)

= {Yk "Wk}(m), (1.90)

where wj and Wk are the window function and its Fourier transform, respectively,
and (") in Eq. (1.90) denotes the convolution operation. There are a number of
commonly used window functions, i.e. a rectangle window, cosine bell window,

28

Ferraz-­‐Mello	
  1981	
  AJ	
  



Examples:	
  DFDFT	
  vs	
  FFT	
  

Dr.	
  D.	
  Yuan,	
  KU	
  Leuven	
  

Ø xx=2*sin(2*!pi*15*d)-­‐cos(2*!pi*16*d)+sin(2*!
pi*30*d)	
  ;	
  A	
  'me	
  series	
  of	
  freq=[15,	
  16,	
  30]	
  



Advantages	
  of	
  DCDFT	
  	
  
and	
  Lamb-­‐Scargle	
  periodogram	
  

•  Applicable	
  to	
  unevenly	
  spaced	
  data;	
  
•  Compute	
  the	
  power	
  of	
  any	
  frequency	
  or	
  a	
  
selected	
  range	
  instantly	
  ;	
  

•  Periodogram	
  is	
  associated	
  with	
  a	
  significance	
  
test;	
  

•  DCDFT	
  es'mate	
  the	
  amplitude	
  (power)	
  beder	
  
than	
  other	
  methods.	
  	
  

•  DCDFT	
  could	
  es'mate	
  the	
  phase,	
  amplitude	
  and	
  
residue,	
  therefore	
  could	
  extract	
  any	
  frequency	
  
component	
  without	
  resort	
  to	
  spectral	
  domain	
  
(Harmonic	
  filter).	
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Frequency	
  filter	
  

•  Apply	
  a	
  window	
  func'on	
  in	
  frequency	
  domain	
  
•  Remove	
  unwanted	
  signal	
  or	
  noise	
  
	
  

	
  	
  	
  	
  IDL	
  usage:	
  y1=FFT(W*FFT(y),/inverse);	
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y1(t) = y(t)∗w(t)
Y1(ω ) = Y (ω ) ⋅W (ω )
Y (ω ) = FFT[y(t)]
W (ω ) = FFT[w(t)]



Mul'-­‐mode	
  QPP	
  detected	
  with	
  NoRH	
  	
  
A. R. Inglis and V. M. Nakariakov: A multi-periodic oscillatory event in a solar flare 263

Fig. 5. Lomb-Scargle periodograms showing the effects of iterative peak suppression at different frequencies. Columns from left to right: Nobeyama
Radioheliograph data at 17 GHz and Nobeyama Radiopolarimeter data at 9 GHz, 17 GHz, 35 GHz. In all cases the same three peaks are found
above the 99% confidence level.

resolved at various energies. In the case of the RHESSI satellite,
collimating optics is used in order to reconstruct images of high
energy emission, with a maximum resolution of approximately
2.5′′. The Nobeyama Radioheliograph is also capable of gener-
ating images, with a more modest maximum resolution of 5′′ at
34 GHz (10′′ at 17 GHz).

SOHO MDI images prior to the flaring event show the ac-
tive region from which this flare originated. The image in Fig. 8
is taken around two hours before the onset of the flare. Based
on this and Fig. 9, it appears that the primary emission source
at both radio and X-ray wavelengths is centred between two
sunspots.

Figure 9 contains a SOHO EIT image of this event with
RHESSI overlays at thermal and non-thermal energies. The im-
plication is that this was a consistently compact structure, with
only a single clear emission source resolved. The 6–12 keV ther-
mal emission is broadly consistent with the EIT 195 Å struc-
ture, bearing in mind that different temperatures are observed
and that the EIT image is necessarily taken before the onset of
flaring activity because of image saturation during the flare it-
self. The 40–60 keV emission is non-thermal in origin, but ap-
pears to originate from the same source as the thermal compo-
nent. In general, hard X-ray sources are expected at flaring loop
footpoints and at the loop apex (Krucker & Lin 2008), or occa-
sionally above the loop apex (Masuda et al. 1994), while thermal
X-rays (such as the 6–12 keV range) are sourced from the body
of the flaring loop. In this case it appears that any flare structure
is too compact to be reliably resolved.

Microwave images from the Nobeyama Radioheliograph are
also centred on this region. The main emission source at 34 GHz
is located at (680, –360) arcsec, cospatial with the X-ray sources.
Prior to the flare onset there is a second microwave source re-
solved at (670, –330) arcseconds. This quiet region is dominated
by the southern source during the flare itself. At 17 GHz, only a
single source is visible, most likely due to limited spatial resolu-
tion.

Ideally any study of quasi-periodic pulsations in flares would
include spatially resolved analysis. It has already been empha-
sised that knowledge of the spatial structure of an oscillation pro-
vides additional constraints on the physical mechanism respon-
sible, and may also yield further information on various plasma
parameters (Melnikov et al. 2005). Recently, Inglis et al. (2008)
demonstrated the use of a cross-correlation mapping technique
in an oscillatory solar flare from 8th May 1998. This method
illustrates the cross-correlation values of the oscillatory signal
component over different parts of the loop. It is also capable
of revealing the phase relationship between different loop seg-
ments. Unfortunately, for the event of 2002 July 3 use of this
method was compromised by instrumental effects, due to the
strength of the signal. The Nobeyama Radioheliograph data is
affected by jitter because of the high levels of flux from this flare.
At peak flux levels the Radioheliograph is unable to properly re-
solve the solar disk, resulting in a loss of pointing accuracy. The
spatial artifacts arising from this cannot be easily overcome. The
pointing system of the RHESSI satellite proved more robust than
that of the Nobeyama Radioheliograph in this case. However,
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y1(t) = y(t)− a − bcosωt − csinωt

Ferraz-­‐Mello	
  AJ	
  1981	
  
	
  Yuan	
  et	
  al	
  A&A	
  2011	
  

a,b,	
  and	
  c	
  are	
  calculated	
  with	
  DCDFT	
  



Removing	
  TRACE	
  orbital	
  periods	
  	
  
D. Yuan et al.: Leakage of long-period oscillations from the chromosphereto the corona

(a) (b)

(c) (d)

(e) (f)

(g)

Fig. 4. a), b) Power spectra of the time series (1998-07-03 00:47–09:00 UT) of a macro-pixel (3 × 3 pixels) situated along the mid-way of the slit
(Fig. 1b in EUV 171 Å (left) and 195 Å (right). c), d) The corresponding spectra of an enlarged macro-pixel (20 × 20 pixels). e), f) The power
spectra after filtering out the orbital frequencies. g) The power spectrum of NoRH 17 GHz radio emission, (1998-07-03 02:55–06:30 UT). The
vertical dot-dot-dashed lines are the orbital frequency and its higher harmonics. A horizontal dashed line indicates the 99% confidence level in all
the panels (see Sect. 2.4). The detected peaks in all the bandpasses are summarised in Table 1.

Outside the orbital periodicity and its higher harmonics, we
detected significant spectral peaks at 0.123, 0.222, 0.262, 0.302,
0.382, 0.421 and 0.579 mHz in the TRACE EUV 171 Å emis-
sion from a fan-like coronal structure in the active region. These
peaks are detected with FAP (p < 0.01) in both Horne &
Baliunas (1986) and Fisher randomisation test (see Fig. 5 and
Table 1). In the EUV 195 Å data, we only detected 0.262 and
0.559 mHz with FAP < 0.01 in both two significance tests.
In the Horne & Baliunas (1986) test, the peaks at 0.202 and
0.320 mHz were found to have FAP > 0.01, while in the
Fisher randomisation test, the former peak was found signifi-
cant (p < 0.01) and the latter was detected with poor confidence
(p = 0.20). The FAPs of 0.440 and 0.500 mHz are both < 0.01
in Horne & Baliunas (1986) test and estimated at p = 0.018
and p = 0.025 in randomisation test respectively (see Fig. 6 and
Table 1).

Similar analysis was performed to the 17 GHz radio intensity
data obtained with NoRH, which is ground-based and free of the

orbital effects. The available time series was 1998-07-03 02:55–
06:30 UT. The power spectrum indicates the existence of long-
period oscillations (Fig. 4g). We found spectral peaks in 0.220,
0.314, 0.467 and 0.582 mHz with very good confidence (p <
0.01) in both Horne & Baliunas (1986) and Fisher randomisation
tests (see Fig. 7 and Table 1).

5. Conclusions

In this study, we selected time sequences from a five day sample
of TRACE observation data over AR8253 to study the long pe-
riod coronal oscillations. The spacecraft orbital period creates a
strong artificial periodicity in the light curves. We found that the
TRACE orbital frequency (0.17 mHz) and its higher harmonics
(0.35, 0.52 and 0.69 mHz) are pronounced in the EUV inten-
sity images, because of its nonlinear dependence on the CCD
temperature variation. A similar artifact can be present in the
data obtained with other sun-synchronous space missions, e.g.
Yohkoh, Hinode and CORONAS-Photon.
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Frequency	
  vs	
  'me	
  domain	
  filter	
  

•  Frequency	
  filter:	
  No	
  	
  clean	
  removal	
  of	
  a	
  single	
  
spectral	
  component	
  due	
  to	
  aliasing,	
  

•  Easy	
  to	
  implement	
  and	
  capable	
  of	
  wide	
  band	
  
filtering.	
  

•  Time	
  domain	
  filter:	
  clean	
  removal	
  
•  Good	
  at	
  removing	
  one	
  spectral	
  component.	
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Pk
N = NYk

2 / 2σ 2  is the normalized Fourier power
Yk  is the FFT of yj
σ 2 is  the total variance of yj
α  is the lag-1 auto-correlation coefficient of yj
The red noise spectrum is 

Pk =
1−α 2

1+α 2 − 2α co(2πk / N )
Pk =1 (normalized mean variance) for white noise α = 0.
Torrence	
  &	
  Compo	
  1998	
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square distributed with two DOFs, denoted by χ2
2

(Jenkins and Watts 1968). To determine the 95% con-
fidence level (significant at 5%), one multiplies the
background spectrum (16) by the 95th percentile value
for χ2

2 (Gilman et al. 1963). The 95% Fourier confi-
dence spectrum for the Niño3 SST is the upper dashed
curve in Fig. 3. Note that only a few frequencies now
have power above the 95% line.

In the previous section, it was shown that the local
wavelet spectrum follows the mean Fourier spectrum.
If the original Fourier components are normally dis-
tributed, then the wavelet coefficients (the bandpassed
inverse Fourier components) should also be normally
distributed. If this is true, then the wavelet power spec-
trum, |Wn(s)|2, should be χ2

2 distributed. The upper
curves in Figs. 5a and 5b show the 95% Fourier red-
noise confidence level versus the 95% level from the
Monte Carlo results of the previous section. Thus, at
each point (n, s) in Fig. 1b, assuming a red-noise pro-
cess, the distribution is χ2

2. Note that for a wavelet
transform using a real-valued function, such as the
Mexican hat shown in Fig. 1c, there is only one de-
gree of freedom at each point, and the distribution is
χ1

2.
In summary, assuming a mean background spec-

trum, possibly red noise [(16)], the distribution for the
Fourier power spectrum is

N x
Pk

k

ˆ 2

2 2
2

\\\2
1
2σ

χ⇒ (17)

at each frequency index k, and “⇒” indicates “is dis-
tributed as.” The corresponding distribution for the
local wavelet power spectrum is

W s
Pn

k
( )

⇒
2

2 2
21

2σ
χ (18)

at each time n and scale s. The 1/2 removes the DOF
factor from the χ2 distribution. (For a real wavelet the
distribution on the right-hand side would be Pkχ1

2.) The
value of Pk in (18) is the mean spectrum at the Fourier
frequency k that corresponds to the wavelet scale s (see
section 3h). Aside from the relation between k and s,
(18) is independent of the wavelet function. After find-
ing an appropriate background spectrum and choos-
ing a particular confidence for χ2 such as 95%, one can
then calculate (18) at each scale and construct 95%
confidence contour lines.

As with Fourier analysis, smoothing the wavelet
power spectrum can be used to increase the DOF and
enhance confidence in regions of significant power.
Unlike Fourier, smoothing can be performed in either
the time or scale domain. Significance levels and
DOFs for smoothing in time or scale are discussed in
section 5.
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FIG. 5. (a) Monte Carlo results for local wavelet spectra of white
noise (α = 0.0). The lower thin line is the theoretical mean white-
noise spectrum, while the black dots are the mean at each scale
of 100 000 local wavelet spectra. The local wavelet spectra were
slices taken at time n = 256 out of N = 512 points. The top thin
line is the 95% confidence level, equal to χ2

2 (95%) times the mean
spectrum. The black dots are the 95% level from the Monte Carlo
runs. (b) Same as (a) but for red noise of α = 0.70.
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midpoint of n1 and n2, and na = n2 − n1 + 1 is the num-
ber of points averaged over. By repeating (21) at each
time step, one creates a wavelet plot smoothed by a
certain window.

The extreme case of (21) is when the average is over
all the local wavelet spectra, which gives the global
wavelet spectrum

W s
N

W sn
n

N
2 2

0

11( ) = ( )
=

−

∑ . (22)

In Fig. 6, the thick solid line shows the normalized
global wavelet spectrum, W 2(s)/σ2, for the Niño3 SST.
The thin solid line in Fig. 6 shows the same spectrum
as in Fig. 3, but smoothed with a five-point running
average. Note that as the Fourier spectrum is smoothed,
it approaches the global wavelet spectrum more and
more closely, with the amount of necessary smooth-
ing decreasing with increasing scale. A comparison of
Fourier spectra and wavelet spectra can be found in
Hudgins et al. (1993), while a theoretical discussion
is given in Perrier et al. (1995). Percival (1995) shows
that the global wavelet spectrum provides an unbiased
and consistent estimation of the true power spectrum
of a time series. Finally, it has been suggested that the
global wavelet spectrum could provide a useful mea-

sure of the background spectrum, against which peaks
in the local wavelet spectra could be tested (Kestin et
al. 1998).

By smoothing the wavelet spectrum using (21), one
can increase the degrees of freedom of each point and
increase the significance of peaks in wavelet power.
To determine the DOFs, one needs the number of in-
dependent points. For the Fourier spectrum (Fig. 3),
the power at each frequency is independent of the oth-
ers, and the average of the power at M frequencies,
each with two DOF, is χ2 distributed with 2M degrees
of freedom (Spiegel 1975). For the time-averaged
wavelet spectrum, one is also averaging points that are
χ2

2 distributed, yet Figs. 1b and 4 suggest that these
points are no longer independent but are correlated in
both time and scale. Furthermore, the correlation in
time appears to lengthen as scale increases and the
wavelet function broadens. Designating ν as the DOFs,
one expects ν ∝ na and ν ∝ s−1. The simplest formula
to consider is to define a decorrelation length τ = γs,
such that ν = 2naδt/τ. However, Monte Carlo results
show that this τ is too abrupt at small na or large scales;
even though one is averaging points that are highly
correlated, some additional information is gained.

The Monte Carlo results are given in Fig. 7, which
shows the mean and 95% levels for various na. These
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FIG. 6. Fourier power spectrum from Fig. 3, smoothed with a
five-point running average (thin solid line). The thick solid line is
the global wavelet spectrum for the Niño3 SST. The lower dashed
line is the mean red-noise spectrum, while the upper dashed line
is the 95% confidence level for the global wavelet spectrum,
assuming α = 0.72.
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FIG. 7. Monte Carlo results for the time-averaged wavelet
spectra (21) of white noise using the Morlet wavelet. The numbers
to the right of each curve indicate na, the number of times that were
averaged, while the black dots are the 95% level for the Monte
Carlo runs. The top thin lines are the 95% confidence from (23).
The lower thin line is the mean white-noise spectrum, while the
black dots are the means of the Monte Carlo runs (all of the means
are identical).
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A&A 546, A50 (2012)

Fig. 3. Left: snapshot displaying the on-disk plume-like structure. The white lines overplotted bound the chosen loop location. Right: processed
space-time maps constructed from this loop portion in the 171 Å (top) and 193 Å (bottom) channels. The overplotted slanted solid lines connect
the final peak positions derived from the linear fit. The slopes of these lines give the propagation speeds. The horizontal dashed lines in each panel
mark the location of the row used in the wavelet analysis for periodicity estimation.

Fig. 4. Wavelet plots for the time series from the row marked by the dashed line in Fig. 3 in 171 Å (left) and 193 Å channels. In each of these
figures top panels show the original light curve in solid line and the subtracted trend in dashed line. The middle panels display the trend subtracted
and normalized light curves. The main wavelet plot is shown in the bottom left and the global wavelet plot in the bottom right panels. Overplotted
dotted line in the global wavelet plot is the 99% significance curve. Top two strongest significant periods are listed as P1 and P2 in the middle
right portion.

Clearly, the relative amplitude of the oscillation and the damp-
ing length (Ld value in Eq. (1)) are lower and the wavelength is
slightly longer in the hotter 193 Å channel. The damping lengths
are 38.9 Mm and 24.5 Mm in the 171 Å and 193 Å channels re-
spectively. Lower damping lengths indicate faster damping in
the 193 Å channel.

4. Slow-wave model

The farther propagation of the lower frequencies and the stronger
dissipation in hotter channels may be understood as an ef-
fect of the damping of slow magneto-sonic waves by thermal

conduction. We consider a simple 1D model (De Moortel &
Hood 2003; Owen et al. 2009), where radial structuring has been
neglected. More complicated models have been studied by Soler
et al. (2008). The dispersion relation of slow waves in such a
simple configuration is given by

ω3 − ıγdc2
s k2ω2 − ωk2c2

s + ıdk4c4
s = 0, (2)

where ω is the angular wave frequency, k is the wave num-
ber, γ is the ratio of specific heats and cs is the sound speed.
The parameter d = (γ−1)κ‖T0

γc2
s p0

expresses the importance of the
thermal conduction. It has the dimension of time. The quan-
tities p0 and T0 are the background pressure and temperature,
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PN (ω k ) = Py (ω k ) /σ y
2  follows exponential distribution.

let Z = max{PN (ω k )},  the probability that Z is above a certain power level is 
Pr{Z > z} =1− [1− e− z ]M ,  M  is the number of independent frequencies
At a small probality p0, a random noise generate a power at level z0,
z0 = − ln[1− (1− p0 )1/M ]  
Above level z0, the power is signficant at a confidence level of 1- p0

p0 =0.01,0.03,0.05, e.g.

Horne	
  &	
  Baliunas	
  1986,	
  ApJ	
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Fig. 5. Lomb-Scargle periodograms of 171 Å data shown after iteratively subtracting the highest peak in the spectrum with power above 1% of
FAP (dashed line). The iteration is displayed in order from left to right, top to bottom.

Fig. 6. The same analysis to 195 Å data as in Fig. 5. The iteration stops earlier than those for 171 Å data, but we note peaks with power below
99% confidence level, near 0.202 and 0.320 mHz, that may be of relevance.

We note that 0.221, 0.312, 0.573 mHz (average values, see
Table 1) oscillations are present in both EUV emissions in the
corona and radio signal in the chromosphere, they are found
with with good confidence in both Horne & Baliunas (1986)
and Fisher randomisation test at both levels of the solar atmo-
sphere. We conclude that the 0.221, 0.312, 0.573 mHz spectral
peaks are of solar origin, and are present in the chromosphere
and in the corona. Since the diffuse structure in the corona is the

magnetic field extension of the sunspot, propagating EUV distur-
bance (slow magnetoacoustic wave, see introduction in Sect. 1)
was seen persistent for days in the datasets, they were found
to leak from the sunspot (Shibasaki 2001; Sych et al. 2009), it
strongly implies as well the connectivity of the long period os-
cillations in the chromosphere and corona.

The nature of the long-period oscillations has not been un-
derstood yet. It can have several interpretations. For example,
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z0  at a confidence level of 1- p0 = 0.95
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Randomly permute two data,

yj = {y0, y1, y2,...yN−1}⇒ Pm
yj

yrj = {yr0, yr1, yr2,...yrN−1}⇒ Pm
yrj

if the time series is better organized 
in favor of a dominant peak at frequencey m then,

Pm
yrj > Pm

yj

Repeat M  times, and in R cases such scenario occur, 
then peak at m is false at a probalbity of p0 = R /M    
Linnell	
  Nemec	
  &	
  Nemec	
  1985	
  AJ	
  90,	
  
	
  Yuan	
  et	
  al	
  2011	
  A&A	
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Summary	
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•  Pre-­‐processing	
  methods	
  
•  Fourier	
  transform	
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  Fourier	
  transform	
  
•  Wavelet	
  
•  Periodogram	
  
•  Date-­‐compensate	
  Discrete	
  Fourier	
  transform	
  
•  Filtering	
  method:	
  'me	
  and	
  spectral	
  domain	
  
•  Significance	
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  and	
  noise	
  analysis	
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