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1. Assume that
Y = Xβ∗ + ε ∈ Rn,

where β∗ ∈ Rp, p < n and ε ∼ N (0, σ2In). Let µmin be the smallest eigenvalue of Σ =
X⊤X/n > 0. Let

β̂ = argmin
β∈Rp

{
1

2n
∥Y −Xβ∥2 + λ∥β∥1

}
be the Lasso estimator with tuning parameter λ. Use basic inequality to show that

E∥β̂ − β∗∥2 ≤ 8σ2p

nµmin
+

16λ2p

µ2
min

.

2. Define the cone
C(S;α) = {θ ∈ Rp|∥θSc∥1 ≤ α∥θS∥1},

for S ⊂ {1, . . . , p} and α ≥ 1. We say a matrix Σ ∈ Rp×p satisfies a restricted eigenvalue
condition of order k with parameter α, γ, if

θ⊤Σθ ≥ γ2∥θ∥2, ∀θ ∈ C(S;α), ∀|S| ≤ k.

We have learned in the course that for any X ∈ Rn×p with i.i.d. N (0, σ) rows, there is a
universal constant c > 0 such that

∥Xv∥√
n

≥ 1

4
∥Σ1/2v∥ − 9ρ(Σ)

√
log(p)

n
∥v∥1, v ∈ Rp,

with probability at least 1− exp(−cn), where ρ2(Σ) = maxpj=1(Σjj).

Suppose that Σ satisfies the restricted eigenvalue condition of order k with parameter (α, γ).
For universal constants c1, c2, c3 > 0, assume that the sample size satisfies

n > c
ρ2(Σ)(1 + α)2

γ2
k log(p).

Show that the matrix Σ̂ = X⊤X/n satisfies the restricted eigenvalue condition with parame-
ters (α, γ/8) with probability at least 1− c1 exp(−c2n).

∗Department of Statistics, University of Warwick. Email: yi.yu.2@warwick.ac.uk

1



3. Let (T, d) be a metric space. For every ε > 0, show that

N (T, ε) ≤ M(T, ε) ≤ N (T, ε/2),

where N (T, ε) and M(T, ε) are the ε-covering number and ε-packing number, respectively.

4. Let A ∈ Rm×n be a random matrix with i.i.d. entries Aij ∼ N (0, 1). Then there exists a
universal constant C > 0 such that for any t > 0,

∥A∥op ≤ C(
√
m+

√
n+ t),

with probability at least 1− 2 exp(−t2).
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