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In human vision, acuity and color sensitivity are best at
the point of fixation, and the visual-cognitive system
exploits this fact by actively controlling gaze to direct
fixation towards important and informative scene
regions in real time as needed. How gaze control oper-
ates over complex real-world scenes has recently
become of central concern in several core cognitive
science disciplines including cognitive psychology,
visual neuroscience, and machine vision. This article
reviews current approaches and empirical findings in
human gaze control during real-world scene perception.

During human scene perception, high quality visual
information is acquired only from a limited spatial region
surrounding the center of gaze (the fovea). Visual quality
falls off rapidly and continuously from the center of gaze
into a low-resolution visual surround. We move our eyes
about three times each second via rapid eye movements
(saccades) to reorient the fovea through the scene. Pattern
information is only acquired during periods of relative
gaze stability (fixations) owing to ‘saccadic suppression’
during the saccades themselves [1–3]. Gaze control is the
process of directing fixation through a scene in real time in
the service of ongoing perceptual, cognitive and behavioral
activity (Figure 1).

There are at least three reasons why gaze control is an
important topic in scene perception. First, vision is an
active process in which the viewer seeks out task-relevant
visual information. In fact, virtually all animals with
developed visual systems actively control their gaze using
eye, head, and/or body movements [4]. Active vision
ensures that high quality visual information is available
when it is needed, and also simplifies a variety of otherwise
difficult computational problems [5,6]. A complete theory
of vision and visual cognition requires understanding how
ongoing visual and cognitive processes control the orien-
tation of the eyes in real time, and in turn how vision and
cognition are affected by gaze direction over time.

Second, because attention plays a central role in visual
and cognitive processing, and because eye movements are
an overt behavioral manifestation of the allocation of
attention in a scene, eye movements serve as a window
into the operation of the attentional system. Indeed,
although behavioral and neurophysiological evidence sug-
gest that internal visual attentional systems (covert visual
attention) and eye movements (overt visual attention) can

be dissociated [7], the strong natural relationship between
covert and overt attention has led investigators to suggest
that studying covert visual attention independently of
overt attention is misguided [8].

Third, eye movements provide an unobtrusive, sensi-
tive, real-time behavioral index of ongoing visual and
cognitive processing. This fact has been exploited to a
significant degree in the study of perceptual and linguistic
processes in reading [9–11], and is coming to play a
similarly important role in studies of language production
and spoken language comprehension [12,13]. Eye move-
ments have been exploited to a lesser extent to understand
visual and cognitive processes in scene perception,
although after 25 years of relative inactivity, the study of
gaze control in scenes has recently experienced a rebirth.
Several advances in technology have sparked this renewed
interest, including more accurate and robust stationary
eyetrackers, new mobile eyetrackers that can be used in
the natural environment, progress in computer graphics
technology enabling presentation of full color scene images
under precisely controlled conditions, and new computa-
tional methods for analyzing image properties (Figure 2).

Early studies of gaze control demonstrated that empty,
uniform, and uninformative scene regions are often not
fixated. Viewers instead concentrate their fixations,
including the very first fixation in a scene, on interesting
and informative regions (Box 1 and Figure 3). What

Figure 1. Scan pattern of one viewer during visual search. The viewer was count-
ing the number of people in the scene. The circles represent fixations (scaled in
size to their durations, which are shown in milliseconds) and the lines represent
saccades. The figure illustrates that fixation durations are variable even for a single
viewer examining a single scene.

471

119 205

216
113

340

161

238

355
250

154471

119 205

216
113

340

161

238

355
250

154

Corresponding author: John M. Henderson ( john@eyelab.msu.edu).

Review TRENDS in Cognitive Sciences Vol.7 No.11 November 2003498

http://tics.trends.com 1364-6613/$ - see front matter q 2003 Elsevier Ltd. All rights reserved. doi:10.1016/j.tics.2003.09.006

(from: Henderson, 2003, Trends Cogn Sci)
2 / 17



Computational modeling of visual attention
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are tuned to simple visual attributes such as INTENSITY

CONTRAST, COLOUR OPPONENCY, orientation, direction and
velocity of motion, or stereo disparity at several spatial
scales. NEURONAL TUNING becomes increasingly more spe-
cialized with the progression from low-level to high-
level visual areas, such that higher-level visual areas
include neurons that respond only to corners or junc-
tions22, shape-from-shading cues23,24 or views of specific
real-world objects25–28.

Early visual features are computed pre-attentively in
a massively parallel manner across the entire visual
field (note, however, that we do not imply here that
such computation is purely feedforward, as object
recognition and attention can influence it29). Indeed,
neurons fire vigorously in these early areas even if the

components of any model of bottom-up attention.
These are the pre-attentive computation of early visual
features across the entire visual scene, their integration
to yield a single attentional control command, the gen-
eration of attentional scanpaths, the interaction
between COVERT and OVERT attentional deployment (that
is, eye movements) and the interplay between attention
and scene understanding.

Pre-attentive computation of visual features
The first processing stage in any model of bottom-up
attention is the computation of early visual features. In
biological vision, visual features are computed in the
retina, superior colliculus, lateral geniculate nucleus and
early visual cortical areas21. Neurons at the earliest stages
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Figure 1 | Flow diagram of a typical model for the control of bottom-up attention. This diagram is based on Koch and Ullman’s19 hypothesis that a centralized
two-dimensional saliency map can provide an efficient control strategy for the deployment of attention on the basis of bottom-up cues. The input image is decomposed
through several pre-attentive feature detection mechanisms (sensitive to colour, intensity and so on), which operate in parallel over the entire visual scene. Neurons in
the feature maps then encode for spatial contrast in each of those feature channels. In addition, neurons in each feature map spatially compete for salience, through
long-range connections that extend far beyond the spatial range of the classical receptive field of each neuron (here shown for one channel; the others are similar).
After competition, the feature maps are combined into a unique saliency map, which topographically encodes for saliency irrespective of the feature channel in which
stimuli appeared salient. The saliency map is sequentially scanned by attention through the interplay between a winner-take-all network (which detects the point of
highest saliency at any given time) and inhibition of return (which suppresses the last attended location from the saliency map, so that attention can focus onto the
next most salient location). Top-down attentional bias and training can modulate most stages of this bottom-up model (red shading and arrows).
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Examples of saliency computations

[63]]. This principle of stimulus-driven feed-forward
processing, not being dependent on iterative feedback
processes, is compatible with the rapid emergence of
object category information at higher levels of the human
visual hierarchy. Such information is sufficiently robust
for trial-by-trial prediction, at least from intracranially
recorded field potentials [12!].

Stimulus-dependent processing — non-linear
techniques and high-level representations
In the aforementioned studies, interactions between
modules are linear and potential non-linearities are sub-
sumed in feature extraction. Non-linearities are, however,
ubiquitous in the visual system: V1 complex cells respond
equally to an oriented bar and its polarity-reversed ver-

sion, while the stimuli add up to zero. Similarly, non-
classical receptive fields exhibit non-linear properties
[13]. Whereas linear processing does not alter the infor-
mation contained in a representation, in the non-linear
case the information encoded in an area differs from the
information that can be decoded from it. This renders the
usefulness of stimulus representations for downstream
processing (i.e., higher in the hierarchy) and the eventual
generation of action vital. Rather than asking how much
information is contained in an area, so-called ‘decoding’
techniques ask whether downstream units can predict the
stimulus. By using machine-learning techniques, decod-
ing can infer stimuli directly from measurements of
neuronal activity [14!!]. Decoding the signals of measure-
ments without access to the basic building blocks of

390 Sensory systems

Figure 1

(A) Example of natural stimulus (top), stimulus containing man-made objects (middle, in contrast to typical laboratory stimuli also considered natural),
and a web page (bottom). (B) Prediction of a state-of-the-art bottom-up salience map. Note that this purely stimulus-driven model selects regions that
correspond to intuitive object parts (flowers of plants, windows of the house, frames of web page). (C) Human eye movements select similar regions as
the model; the salience map’s prediction of fixated locations reaches up to 80%, approaching to the limit of inter-observer consistency in this free-
viewing task [T Betz, TC Kietzmann, N Wilming, P König: Investigating Task-Dependent Top-Down Effects on Overt Visual Attention. J Vis, in press].

Current Opinion in Neurobiology 2010, 20:389–395 www.sciencedirect.com

Stimulus display Saliency map Human fixations

(from: Einhäuser & König, 2010, Curr Opin Neurobiol)
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Examples of saliency computations (cont’d)
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Application of the theory of spatial point processes
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red: fixation locations recorded from human
observers

shading: local intensity λ(x), bandwidth σ = 3◦

red lines: single-trial scanpath (fixations 2 to 24)
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Spatial point processes: First-order statistics

A point process N = {x1, x2, ...} is stationary
(or statistically homogeneous) if N and the
translated point process

Nx = {x1 + x , x2 + x , ...}

have the same distribution for all x

For an inhomogeneous or non-stationary point
process N the local intensity is a function of
space, i.e., λ = λ(x)
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Second-order statistics for homogeneous processes

random regular clustered

2 Introduction

reflected in the secondary structures, which include tessellations, graphs
and random fields.

Simulations are an important tool in point process statistics, and thus
Section 1.9 introduces the main ideas relevant to simulation approaches
as a preparation for more extensive discussions in later chapters.

1.1 Point process statistics
The aim of point process statistics is to analyse the geometrical structure of patterns
formed by objects that are distributed randomly in one-, two- or three-dimensional
space. Examples include locations of trees in a forest stand, blood particles on a
glass plate, galaxies in the universe, and particle centres in samples of materials.
These objects are represented in a natural and elegant way by points and marks.
The points describe the locations of the objects, and the marks provide additional
information, thus characterising the objects further, e.g. through their type, size or
shape. Being based on this data structure, point process statistics forms (perhaps
the most efficient and central) part of spatial statistics.

So how is the analysis of spatial pattern data usually approached? A simple
graphical representation of the pattern of objects as a point map is a very useful
preliminary step towards understanding its properties: visual inspection provides
a qualitative characterisation of the type of the pattern even if rather vague terms
are used in the initial description (clustered, aggregated, clumped, patchy, regular,
inhibited, uniform, even); see Figure 1.1.

It may also indicate correlations among marks or between the point density and
spatial covariates, i.e. other random structures which influence the point distribution
such as soil property or physical influences. However, for a precise quantification
and a more standardised description and finer distinction between types of spatial
behaviour, appropriate statistical methodology has to be applied. These methods

Figure 1.1 Three simulated point patterns: (left) random, (centre) regular, (right)
clustered.

(from: Illian, Penttinen, Stoyan & Stoyan, 2008)
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Second-order spatial statistics: Pair density

Definition: ρ(x1, x2)dx1dx2 = probability of
points located in each of two discs b1 and b2
with linear dimensions dx1 and dx2 at positions
x1 and x2, respectively
ρ(x1, x2) is typically a function of the distance
‖x1 − x2‖

x1

x2

dx1

dx2
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Inhomogeneous pair correlation function

Inhomogeneous pair correlation function (PCF)

ĝinhom(r) =

6=∑
x1,x2∈W

1

λ̂(x1)λ̂(x2)

k(‖x1 − x2‖ − r)

2πrA‖x1−x2‖
,

where k(.) is the Epanechnikov kernel, i.e.,

k(x) =

{
3
4h(1− x2

h2 ), for − h ≤ x ≤ h
0, otherwises

.

and Aξ denotes an edge correction at distance
ξ = x − y
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Interpretation of the PCF

Interpretation:

For a random pattern without clustering:
ĝinhom(r) ≈ 1

If ĝinhom(r) > 1, then pairs of fixations are more
abundant than on average at a distance r

If ĝinhom(r) < 1, then pairs of fixations are less
abundant than on average at a distance r

Thus, the pair correlation function ĝinhom(r)
measures how selection of a particular fixation
location is influenced by other fixations at
distance r
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Estimation of the inhomogeneous PCF

Numerical estimation involves two steps:

First, we estimate the overall intensity λ̂(x) for
all fixation positions obtained for a given scene.
In this procedure we borrow strength from the
full set of observations to obtain reliable
estimates of the inhomogeneity.

Second, we compute the pair correlation
function from single-trial data to measure
correlations within the scanpath.

Important: The behavior of the estimator should
be analyzed over a range of bandwidths h.
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Dependence of PCF deviation on bandwidth

The deviation from g(r) = 1 is measured by

∆g =

∫ ∞
0

(ĝ(r)− 1)2dr , (1)

Plot of the PCF deviation as a function of h for
an inhomogeneous point process:
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Pair correlations for gaze patterns
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Replication across datasets

0

1

2

3

0 2 4 6
Distance  r

P
ai

r 
co

rr
el

at
io

n 
 g

(r
)

0

1

2

3

0 2 4 6
Distance  r

P
ai

r 
co

rr
el

at
io

n 
 g

(r
)

0

1

2

3

0 1 2 3
Distance  r

P
ai

r 
co

rr
el

at
io

n 
 g

(r
)

Image set 1 Image set 2 Le Meur et al.
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Summary & Conclusions

We can investigate second-order statistics for
gaze patterns

Pair correlation function can be estimated in
two steps using the overall (inhomogeneous)
intensity and the pair density for single trials

Null model: inhomogeneous point process

Experimental data for gaze pattern indicate
clustering for length scales < 4◦ for our data

Scene content: no effects found

Image size: strong effects
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Thank you for your attention!

Preprint: arxiv.org/abs/1405.3270

R-Code: www.rpubs.com/Ralf

More on spatial point processes & vision:
Barthelmé, S. et al. (2013). Modeling fixation
locations using spatial point processes. Journal
of Vision (doi: 10.1167/13.12.1)
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