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The standard MALA algorithms generally have improved convergence properties
over the Random Walk Metropolis, however they cannot be applied for target distri-
butions with too heavy or too light tails. Motivated by this imperfection and inspired
by the recent work on Manifold Monte Carlo Methods [1], we investigate properties
of a more general version of MALA based on

dθ(t) =

(
σ2(θ(t))

2
L(θ(t))′ + σ(θ(t))σ(θ(t))′

)
dt+ σ(θ(t))db(t). (1)

By choosing σ2(θ) = |1/(L(θ))′′| we arrive at manifold MALA with the metric tensor
G(θ) defined as the observed Fisher information matrix plus the negative Hessian of
the log-prior (c.f. Section 4.2 and 5 of [1]).

We analyze it for the standard benchamrk family of targets p(θ) ∝ exp{−|θ|β}.
The results are summarized in Table 1, together with the respective properties of
manifold MALA. Extensions towards more general distributions will follow.

algorithm 0 < β < 1 β = 1 1 < β < 2 β = 2 2 < β
RWM N Y Y Y Y
MALA N Y Y Y N
MMALA Y Y Y Y

Table 1. Geometric Ergodicity of random walk Metropolis (RWM), MALA [3, 2] and manifold
MALA (MMALA) for target π(θ) ∝ exp{−|θ|β}. N = geometric ergodicity fails, Y = geometric

ergodicity holds.
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