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Abstract (old)

Statistical models on a finite state space fit in the framework of both
Algebraic Statistics and Information Geometry. We discuss the general
principles of this fruitful interaction such as the notion of tangent space
of a statistical model and toric models. Two examples taken from our
recent research work are used for illustration.

1. The study of the critical points of the expected value θ 7→ Eθ(f ) of
a generic function f , where θ is the natural parameter of an
exponential family with binary sufficient statistics is of interest in
relaxed discrete optimization. The study uses both the geometry of
exponential families and the algebra of polynomials on a binary
space.

2. Reversible Markov chains are defined via algebraic assumptions, i.e.
the detailed balance condition, which turn implies that such models
are actually toric models. At the same time the information
geometry language is used to describe reversible Markov chains as a
sub variety of general Markov process.

This is joint work with Luigi Malagò and Maria Piera Rogantin.
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Sets of densities

Definition
(Ω, µ) is a generic probability space, M1 is the set of real random
variables f such that

∫
f dµ = 1, M≥ the convex set of probability

densities, M> the convex set of strictly positive probability densities:

M> ⊂M≥ ⊂M1

• We define the (differential) geometry of these spaces in a way which
is meant to be a non-parametric generalization of the theory
presented by Amari and Nagaoka (Jap. 1993, Eng. 2000).

• We try to avoid the use of explicit parametrisation of the statistical
models and therefore we use a parameter free presentation of
differential geometry.

• We construct a manifold modelled on an Orlicz space. In the
N-state space case, it is a subspace of dimension N − 1 of the
ordinary euclidean space



Model space

• Let Φ be any Young function equivalent to exp, e.g.
Φ(x) = cosh(x)− 1, with convex conjugate Ψ, e.g.
Ψ(y) = (1 + |y |) log (1 + |y |)− |y |. The relevant Orlicz spaces are
denoted by LΦ and LΨ, respectively.

• We denote by LΦ
0 , LΨ

0 the sub-spaces of centered random variables.
If the sample space is not finite, then the exponential Orlicz space is
not separable and the closure MΦ of the space of bounded functions
is different from LΦ.

• There is a natural separating duality between LΦ
0 and LΨ

0 , which is
given by the bi-linear form

(u, v) 7→
∫

uv dµ

• For each p ∈M> we use the triple of spaces

LΦ
0 (p · µ) ∼= LΨ

0 (p · µ)∗ ↪→ L2
0(p · µ) ↪→ LΨ

0 (p · µ).



Vector bundles

The convex sets M1 and M> are endowed with a structure of affine
manifold as follows:

• At each f ∈M1 we associate the linear fiber ∗T (f ) which is a
vector space of random variables whose expected value at p is zero.
In general, it is an Orlicz space of L log L-type; in the finite state
space case, it is just the vector space of all random variables with
zero expectation at p.

• At each p ∈M> we associate the fiber T (f ), which is an Orlicz
space of exponential type; in the finite state space case, it is just
the vector space of all random variables with zero expectation at p.

• T (p) is the dual space of ∗T (p). The theory exploits the duality
scheme:

T (p) = (∗T (p))? ⊂ L2
0(p) ⊂ ∗T (p)



e-charts
Definition
For each p ∈M>, consider the chart sp defined on M> by

q 7→ sp(q) = log

(
q

p

)
+ D(p‖q) = log

(
q

p

)
− Ep

[
log

(
q

p

)]

Theorem
The chart is defined for all q = eu−Kp(u) · p such that u belongs to the
interior Sp of the proper domain of Kp : u 7→ log (Ep [eu]) as a convex
mapping from T (p) to R≥0 ∪ {+∞}. This domain is called maximal
exponential model at p, and it is denoted by E(p). The atlas (sp,Sp),
p ∈M> defines a manifold on M>, called exponential manifold, briefly
e-manifold. Its tangent bundle is T (p), p ∈M>.

Remark
One could replace the couple exp, log with another couple of functions of
interest, e.g q 7→ 2

√
q. There are many reasons to support our choice.

For example, it is possible to derive such a choice from the natural affine
structure of positive functions.



Cumulant functional

Theorem

• The divergence q 7→ −D(p‖q) is represented in the frame at p by
Kp(u) = log Ep [eu], where q = eu−Kp(u) · p.

• Kp : T (p)→ R≥ ∪ {+∞} is convex, infinitely
Gâteaux-differentiable on the interior of the proper domain, analytic
on the unit ball of T (p).

• For all v , v1 and v2 in T (p) the first two derivatives are:

D Kp (u) v = Eq [v ]

D2 Kp (u) (v1, v2) = Covq (v1, v2)

• The divergence q 7→ D(q‖p) is represented in the frame at p by the
convex conjugate Hp : ∗T (p)→ R of Kp.



Example: Exponential family

The exponential family

qθ = exp

 d∑
j=1

θjTj − ψ(θ)

 · p
is parameterized at p by the random variables

uθ = log

(
qθ
p

)
− Ep

[
log

(
qθ
p

)]
=

d∑
j=1

θj (Tj − Ep [Tj ])



Example: Decision geometry (Dawid&Lauritzen) I

If the sample space is R and p, q ∈M>, write q = eu−Kp(u) · p, so
that

log q − log p = u − Kp(u).

Assume u belongs to the Sobolev space

W Φ,1 =
{

u ∈ LΦ
0 (p) : ∇u ∈ LΦ

0 (p)
}
.

It follows

d(p, q) =
1

4
Ep

[
‖∇ log q −∇ log p‖2

]
=

1

4
Ep

[
‖∇u‖2

]
.



Example: Decision geometry (Dawid&Lauritzen) II

For u, v ∈W Φ,1 we have a bilinear form

〈u, v〉p = Ep [∇u∇v ] =

∫
ux(x)vx(x)p(x)dx

= −
∫
∇(ux(x)p(x))v(x)dx

= −
∫

(∆u(x)p(x) +∇u(x)∇p(x))v(x)dx

= Ep [(−∆u −∇ log p∇u)v ]

We have

Ep [∇u∇v ] = Ep [Fpuv ] , Fpu ∈ ∗W Φ,1

i.e a classical setting for evolution equations ∂tut = Fp(ut).



m-charts

Definition
For each p ∈M>, consider a second type of chart on M1:

lp : f → lp(f ) =
f

p
− 1

Theorem
The chart is defined for all f ∈M1 such that f /p − 1 belongs to ∗T (p).
The atlas (lp,Lp), p ∈M> defines a manifold on M1, called mixture
manifold, briefly m-manifold. Its tangent bundle is ∗T (p), p ∈M>.

Remark
If the sample space is not finite, such a map does not define charts on
M>, nor on M≥.



Example: Optimization I

• As an example, let us show how a classical optimization problem is
spelled out within our formalism.

• Given a bounded real function F on Ω, we assume that it reaches
its maximum on a measurable set Ωmax ⊂ Ω. The mapping

F̃ :M> 3 q 7→ Eq [F ]

is to be considered a regularization or relaxation of the original
function F .

• If F is not constant, i.e. Ω 6= Ωmax, we have
F̃ (q) = Eq [F ] < max F , for all q ∈M>. However, if ν is a
probability measure such that ν(Ωmax) = 1 we have Eν [F ] = max F .

• This remark has suggested to look for max F by finding a suitable
maximizing sequence qn ∈M> for F̃ .

• The expectation of F is an affine function in the m-chart,

F̃ (q) = Ep

[
F

(
q

p
− 1

)]
+ Ep [F ] = Ep [Flp(q)] + Ep [F ]



Example: Optimization II

• Given any reference probability p, we can represent each positive
density q in the maximal exponential model at p as q = eu−Kp(u) · p.
In the e-chart the expectation of F is a function of u, Φ(u) = Eq [F ].

• The equation for the derivative of the cumulant function Kp gives

Φ(u) = Eq [F ]

= Eq [(F − Ep [F ])] + Ep [F ]

= D Kp (u) (F − Ep [F ]) + Ep [F ]

• The derivative of Φ in the direction v is the Hessian of Kp applied
to (F − Ep [F ])⊗ v and from the formula of the Hessian follows

D Φ (u) v = Covq (v ,F ) .



Example: binary case (L. Malagò)
Consider the optimization of θ 7→ Eθ [F ] along a binary exponential family

pθ = E

 d∑
j=1

θjTj − K (θ)

 · p, T 2
j = 1.

• ∂jEθ [F ] = Covθ (F ,Tj) = Eθ [FTj ]− Eθ [F ] Eθ [Tj ]

• θ is is a critical point if Covθ (F ,Tj) = 0, j = 1, . . . , d . This is not
possible if F is a linear combnation of the Tj ’s or if the remainder
after projection on the tangent space is small enough.

• At the critical point the Hessian matrix is

∂i∂j = Covθ (F ,TiTj)

which is not zero if F is a linear combination of the Tj ’s and the
interactions TiTj ’s.

• The diagonal elements of the Hessian matrix are
∂2
i = Covθ

(
F ,T 2

i

)
= Covθ (F , 1) = 0. The Hessian matrix is not

sign-defined at the critical point.



Connections

• At each point p ∈M> of the statistical manifold there is one
reference system attached given by the e-chart and the m-chart at p.

• A change of reference system from p1 to p2 is just the change of
reference measure.

• The change-of-reference formulæ are affine functions.

• The change-of-reference formulæ induce on the tangent spaces the
affine connections:

m-connection ∗T (p) 3 v 7→ p

q
v ∈ ∗T (q)

e-connection T (p) 3 u 7→ u − Eq [u] ∈ T (q)

• The two connections are adjoint to each other.



Derivative

• Given a one dimensional statistical model pθ ∈M>, θ ∈ I , I open
interval, 0 ∈ I , the local representation in the e-manifold is uθ with

pθ = euθ−Kp(uθ) · p.

• The local representation in the m-manifold is

lθ =
pθ
p
− 1

• To compute the velocity along a one-parameter statistical model in
the sp chart we use u̇θ.

• To compute the velocity along a one-parameter statistical model in
the lp chart we use ṗθ/p.



Relation between the two presentation
• We get in the first case

ṗθ = pθ(u̇θ − Eθ [u̇θ])

so that

ṗθ
pθ

= u̇θ − Eθ [u̇θ] and u̇θ =
ṗθ
pθ
− Ep

[
ṗθ
pθ

]
• In the second case we get

l̇θ =
ṗθ
p

• The two cases are shown to represent the same geometric object by
considering the the affine connections

T (p) 3 u 7→ u − Eq [u] ∈ T (q) and ∗T (p) 3 v 7→ q

p
v ∈ ∗T (q)

Example
For pθ(x) = (2π)−

1
2 e−

1
2 (x−θ)2

, in the coordinates at p0, we have

pθ(x)/p0(x) = eθx−
1
2 θ

2

, therefore uθ(x) = θx , u̇θ(x) = x ,

ṗθ(x)/p0(x) = (x − θ)eθx−
1
2 θ

2

. Note: ṗθ(x)/pθ(x) = x − θ.



Moving frame

• Both in the e-manifold and the m-manifold there is one chart
centered at each density. A chart of this special type will be called a
frame. The two representations u̇θ and l̇θ are equal at θ = 0 and are
transported to the same random variable at θ:

ṗθ
pθ

= u̇θ − Eθ [u̇θ] = l̇θ
p

pθ
.

Theorem
The random variable ṗθ/pθ is the Fisher score at θ of the one-parameter
model pθ. The Fisher information at θ is the L2-norm of the score i.e.
the velocity vector of the statistical model in the moving frame centered
at θ. Moreover,

Eθ

[(
ṗθ
pθ

)2
]

= Eθ

[
(u̇θ − Eθ [u̇θ])

(
l̇θ

p

pθ

)]
= Ep

[
u̇θ l̇θ

]
.



Exponential families

• The Maximal Exponential Model E(p) =
{

q = eu−Kp(u) · p : u ∈ Sp
}

is the biggest possible statistical model in exponential form. Each
smaller model has to be considered a sub-manifold of E(p).

Definition
Given a linear subspace V of T (p), the exponential model on V is

EV (p) =
{

q = eu−Kp(u) · p : u ∈ V ∩ Sp
}

Example
When V = Span (ui , . . . , un), the exponential model is

q(x ; θ) = e
∑n

i=1 θiui (x)−Kp(
∑n

i=1 θiui )p(x),
n∑

i=1

θiui ∈ Sp



Exponential models in implicit form

• Let V⊥ ⊂ ∗T (p) be the orthogonal space of V . Then a positive
density q ∈M> belongs to the exponential model on V if, and only

if, Ep

[
log
(

q
p

)
k
]

= 0, for all k ∈ V⊥.

• Assume k ∈ V⊥ is of the form k = lp(r), i.e. k = r
p − 1. Then the

orthogonality means Er [u] = 0 for u ∈ V and implies

Ep

[
log

(
q

p

)(
r

p
− 1

)]
= Er

[
log

(
q

p

)]
+ D(p‖q) = 0

or

Er

[
log

(
p

q

)]
= D(p‖q), Er [u] = 0, u ∈ V

• In the finite state space case, with k integer-valued, the implicit
form produces binomial invariants. (Toric case in Algebraic
Statistics)



Vector field
Definition
A vector field F of the the m-bundle ∗T (p), p ∈M>, is a mapping
which is defined on some domain D ⊂M> and it is a section of the
m-bundle, that is F (p) ∈ ∗T (p), for all p ∈ D ⊂M>.

Example

1. For a given u ∈ Tp and all q ∈ E(p)

F : q 7→ u − Eq [u]

2. For all strictly positive density q ∈M>(R) ∩ C 1(R)

F : q 7→ q′

q

3. For all strictly positive q ∈M>(R) ∩ C 2(R)

F : q 7→ q′′/q



Evolution equation

Definition
A one-parameter statistical model in M>, p(θ), θ ∈ I , solves the
evolution equation associated to the vector field F if
p(θ) = eu(θ)−Kp(u(θ)) · p and

1. the curve θ 7→ u(θ) ∈ T (p) is continuous in L2;

2. the curve θ 7→ p(θ)/p − 1 ∈ ∗T (p) is continuously differentiable;

3. for all θ ∈ I it holds
ṗ(θ)

p(θ)
= F (p(θ))



Heat equation

The heat equation ∂
∂t p(t, x)− ∂2

∂x2 p(t, x) = 0 is an interesting example of
evolution equation in M>. In fact, we can consider the vector field

F (p)(x) =
∂2

∂x2 p(x)

p(x)

Upon division of both sides of of the heat equation by p(t, x), we obtain
an equation of our type, whose solution is the solution of the heat
equation. Moreover, the heat equation has a variational form. For each
v ∈ D

Ep [F (p)v ] =

∫
p′′(x)v(x) dx = −

∫
p′(x)v ′(x) dx = −Ep

[
p′

p
v ′
]

from which the weak form of the evolution equation follows.
as

Epθ

[
ṗθ
pθ

v

]
+ Epθ [F0(pθ)v ] = 0 v ∈ D

where F0 is the vector field associated to the translation model.



A-model: a definition?

• Let be given a (nonnegative) integer matrix A ∈ Zm+1,X
≥ . The

elements are denoted by Ai (x), i = 0 . . .m, x ∈ X . We assume the
row A0 to be the constant 1. Each row of A is the logarithm of a

monomial term denoted tA(x) = t0t
A1(x)
1 · · · tAm(x)

m .

• We consider unnormalized probability densities

q(x ; t) = tA(x), x ∈ X , t ∈ Rm+1
≥ .

For each reference measure µ on X we define the probability density

p(x ; t) =
tA(x)∑

x∈X tA(x) µ(x)
, x ∈ X ,

for all t ∈ Rm+1
≥ such that qt is not identically zero.

• The parameter t0 cancels out, i.e the density is parameterized by
t1 . . . tm only. The unnormalized density is a projective object.



C -constrained A-model; identification
• In some applications the statistical model is further constrained by a

matrix C ∈ Zk,n.{
q(x ; t) = tA(x),∑

x∈X Ci (x)q(x ; t) = 0,

for x ∈ X , t ∈ Rm+1
≥ , i = 1 . . . k .

• Assume s, t ∈ Rm
> and ps = pt . Denote by Z the normalizing

constant. Then pt = ps if, and only if,

Z (s)tA(x) = Z (t)sA(x), x ∈ X

hence

m∑
i=0

(log ti − log si )Ai (x) = log Z (t)− log Z (s), x ∈ X .

The confounding condition is

δTA = 1, δi = (log ti − log si )/(log Z (t)− log Z (s)),

so that δ ∈ e0 + ker AT .



Toric ideals; closure of the A-model
• The ker of the ring homomorphism

k[q(x) : x ∈ X ] 3 q(x) 7→ tA(x) ∈ k[t0, . . . , tm]

is the toric ideal of A, I(A). It has a finite basis made of binomials
of the form ∏

x : u(x)>0

q(x)u
+(x) −

∏
x : u(x)<0

q(x)u
−(x)

with u ∈ ZX , Au = 0.

• As
∑

x∈X u(x) = 0, all the binomials are homogeneous polynomials
so that all densities pt in the A-model satisfy the same binomial
equation.

Theorem

• The nonnegative part of the A-variety is the (weak) closure of the
positive part of the A-model.

• Let H be the Hilbert basis of Span (A0,A1, . . . ) ∩ ZX≥ . Let H be the
matrix whose rows are the elements of H of minimal support. The
H-model is equal to the nonnegative part of the A-variety.



Markov Chains MCs
• In a Markov chain with state space V , initial probability π0 and

stationary transitions Pu→v , u, v ∈ V , the joint distribution up to
time T on the sample space ΩT is

P(ω) =
∏
v∈V

π0(v)(X0(ω)=v)
∏
a∈A

PNa(ω)
a , (M)

where (V ,A) is the directed graph defined by u → v ∈ A if, and
only if, Pu→v > 0.

• A MC is an instance of the A model with m = #V + #A,
n = #ΩT and rows

A0(ω) = 1,Av (ω) = (X0(ω) = 1),Aa(ω) = Na(ω)

i.e the unnormalized density is

q(ω; t) = t0

∏
v∈V

t(X0(ω)=v)
v

∏
a∈A

tNa(ω)
a (A)

• The (MC) model is derived from the (A) model by adding the
constrains ∑

v∈V

tv =
∑

v : u→v∈A
qu→v , u ∈ V .



A-model of a MC

• The unconstrained A-model of the MC is a Markov proces with
non-stationary transition probabilities.

• The unconstrained model is described probabilistically as follows.
Define a(v) =

∑
v→w∈A tv→w ; hence Pu→v = tv→w/a(v) is a

transition probability. Also ν(v) = a(v)/
∑

v a(v) is a probability.
Consider the change of parameters

bπ(v) = tv , aν(v)Pv→w = tv→w ,

to get

q(ω; ) = t0

∏
v∈V

(bπ(v))(X0(ω)=v)
∏

v→w∈A
(aa(v)Pv→w )Nv→w (ω)

= t0baN
∏
v∈V

π(v)(X0(ω)=v)
∏
v∈V

ν(v)Nv+

∏
v→w∈A

PNv→w (ω)
v→w

• It is a change in reference measure.



Detailed balance

• Consider a simple graph (V ,A).

• A transition matrix Pv→w , v ,w ∈ V , satisfies the detailed balance
conditions if κ(v) > 0, v ∈ V , and

κ(v)Pv→w = κ(w)Pw→v , v → w ∈ A.

• It follows that π(v) ∝ κ(v) is an invariant probability and the
Markov chain Xn, n = 0, 1, . . . , has reversible two-step joint
distribution

P (Xn = v ,Xn+1 = w) = P (Xn = w ,Xn+1 = v) , v ,w ∈ V , n ≥ 0.



Reversibility on trajectories
Let ω = v0 · · · vn be a trajectory (path) in the connected graph
G = (V , E) and let rω = vn · · · v0 be the reversed trajectory.

Proposition
If the detailed balance holds, the the reversibility condition

P (ω) = P (rω)

holds for each trajectory ω.

Proof.
Write the detailed balance along the trajectory,

π(v0)Pv0→v1 = π(v1)Pv1→v0 ,

π(v1)Pv1→v2 = π(v2)Pv2→v1 ,

...

π(vn−1)Pvn−1→vn = π(vn)pvn→vn−1 ,

and clear π(v1) · · ·π(vn−1) in both sides of the product.



Kolmogorov’s condition
We denote by ω a closed trajectory, that
is a trajectory on the graph such that the
last state coincides with the first one, ω =
v0v1 . . . vnv0, and by rω the reversed trajec-
tory rω = v0vn . . . v1v0

1 2

4 3

1 2

4 3

Theorem (Kolmogorov)
Let the Markov chain (Xn)n∈N have a transition supported by the
connected graph G.

• If the process is reversible, for all closed trajectory

Pv0→v1 · · ·Pvn→v0 = Pv0→vn · · ·Pv1→v0

• If the equality is true for all closed trajectory, then the process is
reversible.

• The Kolmogorov’s condition does not involve the π.

• Detailed balance, reversibility, Kolmogorov’s condition are algebraic
in nature and define binomial ideals.



Transition graph

• From G = (V , E) an (undirected simple) graph, split each edge into
two opposite arcs to get a connected directed graph (without loops)
O = (V ,A). The arc going from vertex v to vertex w is (v → w).
The reversed arc is r(v → w) = (w → v).

1 2

4 3

1 2

4 3

• A path or trajectory is a sequence of vertices ω = v0v1 · · · vn with
(vk−1 → vk) ∈ A, k = 1, . . . , n. The reversed path is
rω = vnvn−1 · · · v0. Equivalently, a path is a sequence of
inter-connected arcs ω = a1 . . . an, ak = (vk−1 → vk), and
rω = r(an) . . . r(a1).



Circuits, cycles

• A closed path ω = v0v1 · · · vn−1v0 is any path going from an initial
v0 back to v0; rω = v0vn−1 · · · v1v0 is the reversed closed path. If
we do not distinguish any initial vertex, the equivalence class of
closed paths is called a circuit.

• A closed path is elementary if it has no proper closed sub-path, i.e.
if does not meet twice the same vertex except the initial one v0.
The circuit of an elementary closed path is a cycle.

1 2

4 3

1 2

4 3

1 2

4 3

1 2

4 3

1 2

4 3

1 2

4 3



Kolmogorov’s ideal

• With indeterminates P = [Pv→w ], (v → w) ∈ A, form the ring
k[Pv→w : (v → w) ∈ A]. For a trajectory ω, define the monomial
term

ω = a1 · · · an 7→ Pω =
n∏

k=1

Pak =
∏
a∈A

PNa(ω)
a ,

with Na(ω) the number of traversals of the arc a by the trajectory.

1 2

4 3

(3)

(3) (4)

(4)

(1) P1   2
3 P2   3

4 P3   4
4 P4   1

3 P4   2

2   3 3   4 4   2

4   1 1   22   3 3   4

4   1 1   22   3 3   4

4   1 1   22   3 3   4

Definition (K-ideal)
The Kolmogorov’s ideal or K-ideal of the graph G is the ideal generated
by the binomials Pω − P rω, where ω is any circuit.



Bases of the K-ideal
Finite basis of the K-ideal
The K-ideal is generated by the set of binomials Pω − P rω, where ω is
cycle.

Universal G-basis
The binomials Pω − P rω, where ω is any cycle, form a reduced universal
Gröbner basis of the K-ideal.

Six cycles: ω1 = 1→ 2 2→ 4 4→ 1 (green), ω2 = 2→ 3 3→ 4 4→ 2,
ω3 = 1→ 2 2→ 3 3→ 2 4→ 1 (red), ω4 = rω1, ω5 = rω2,ω6 = rω3.
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Cycle space of O
• For each cycle ω define cycle vector

za(ω) =


+1 if a is an arc of ω,

−1 if r(a) is an arc of ω,

0 otherwise.

a ∈ A.

• The binomial Pω − P rω is written as Pz+(ω) − Pz−(ω).

• The definition of z can be is extended to any circuit ω̄ by
za(ω̄) = Na(ω)− Na(rω).

• There exists a sequence of cycles such that
z(ω̄) = z(ω1) + · · ·+ z(ωl).

• We can find nonnegative integers λ(ω) such that
z(ω̄) =

∑
ω∈C λ(ω)z(ω), i.e. it belongs to the integer lattice

generated by the cycle vectors.

• Z (O) is the cycle space, i.e. the vector space generated in kA by
the cycle vectors.



Cocycle space of O
• For each subset W of V , define cocycle vector

ua(W ) =


+1 if a exits from W ,

−1 if a enters into W ,

0 otherwise.

a ∈ A.

1 2

4 3

W

• The generated subspace of kA is the cocycle space U(O)

• The cycle space and the cocycle space orthogonally split the vector
space

{
y ∈ kA : ya = −yr(a), a ∈ A

}
.

• Note that for each cycle vector z(ω), cocycle vector u(W ),
za(ω)ua(W ) = zr(a)(ω)ur(a)(W ), a ∈ A, hence

z(ω)·u(W ) = 2
∑
a∈ω

ua(W ) = 2

 ∑
a∈ω,ua(W )=+1

1−
∑

a∈ω,ua(W )=−1

1

 = 0.



Toric ideals

• Let U be the matrix whose rows are the cocycle vectors u(W ),
W ⊂ V . We call the matrix U = [ua(W )]W⊂V ,a∈A the cocycle
matrix.

• Consider the ring k[Pa : a ∈ A] and the Laurent ring
k(tW : W ⊂ V ), together with their homomorphism h defined by

h : Pa 7−→
∏

W⊂V

t
ua(W )
W = tua .

• The kernel I (U) of h is the toric ideal of U. It is a prime ideal and

the binomials Pz+ − Pz− , z ∈ ZA, Uz = 0 are a generating set of
I (U) as a k-vector space.

• As for each cycle ω we have Uz(ω) = 0, the cycle vector z(ω)

belongs to kerZ U =
{

z ∈ ZA : Uz = 0
}

. Moreover, Pz+(ω) = Pω,

Pz−(ω) = P rω, therefore the K-ideal is contained in the toric ideal
I (U).



The K-ideal is toric

Theorem
The K-ideal is the toric ideal of the cocycle matrix.

Definition (Graver basis)
z(ω1) is conformal to z(ω2), z(ω1) v z(ω2), if the component-wise
product is non-negative and |z(ω1)| ≤ |z(ω2)| component-wise, i.e.
za(ω1)za(ω2) ≥ 0 and |za(ω1)| ≤ |za(ω2)| for all a ∈ A. A Graver basis of
Z (O) is the set of the minimal elements with respect to the conformity
partial order v.

Theorem

1. For each cycle vector z ∈ Z (O), z =
∑
ω∈C λ(ω)z(ω), there exist

cycles ω1, . . . , ωn ∈ C and positive integers α(ω1), . . . , α(ωn), such
that z+ ≥ z+(ωi ), z− ≥ z−(ωi ), i = 1, . . . , n and
z =

∑n
i=1 α(ωi )z(ωi ).

2. The set {z(ω) : ω ∈ C} is a Graver basis of Z(O). The binomials of
the cycles form a Graver basis of the K-ideal.



Positive K-ideal

• The strictly positive reversible transition probabilities on O are given
by:

Pv→w = s(v ,w)
∏
S

t
uv→w (S)
S

= s(v ,w)
∏

S : v∈S,w /∈S

tS
∏

S : w∈S,v /∈S

t−1
S ,

where s(v ,w) = s(w , v) > 0, tS > 0.

• The first set of parameters, s(v ,w), is a function of the edge.

• The second set of parameters, tS , represent the deviation from
symmetry. The second set of parameters is not identifiable because
the rows of the U matrix are not linearly independent.

• The parametrization can be used to derive an explicit form of the
invariant probability.



Parametric detailed balance

Theorem
Consider the strictly non-zero points on the K-variety.

1. The symmetric parameters s(e), e ∈ E , are uniquely determined.
The parameters tS , S ⊂ V are confounded by ker U = {U tt = 0}.

2. An identifiable parametrization is obtained by taking a subset of
parameters corresponding to linearly independent rows, denoted by
tS , S ⊂ S:

Pv→w = s(v ,w)
∏

S⊂S : v∈S,w /∈S

tS
∏

S⊂S : w∈S,v /∈S

t−1
S

3. The detailed balance equations, κ(v)Pv→w = κ(w)Pw→v , are
verified if, and only if,

κ(v) ∝
∏

S : v∈S

t−2
S



Detailed balance ideal

Definition
The detailed balance ideal is the ideal

Ideal

(∏
v∈V

κ(v)− 1, κ(v)Pv→w − κ(w)Pv→w , (v → w) ∈ A

)
.

in k[κ(v) : v ∈ V ,Pv→w , (v → w) ∈ A]

1. The matrix [Pv→w ]v→w∈A is a point of the variety of the K-ideal if
and only if there exists κ = (κ(v) : v ∈ V ) such that (κ,P) belongs
to the variety of the detailed balance ideal.

2. The detailed balance ideal is a toric ideal.

3. The K-ideal is the κ-elimination ideal of the detailed balance ideal.



Parameterization of reversible transitions
• There exist a (non algebraic) parametrization of the non-zero

K-variety of the form

Pv→w = s(v ,w)κ(w)1/2κ(v)−1/2

• Such a P is a reversible transition probability strictly positive on the
graph G with invariant probability proportional to κ if, and only if,

κ(v)1/2 ≥
∑
w 6=v

s(u,w)κ(w)−1/2.

• In the Hastings-Metropolis algorithm, we are given an unnormalized
positive probability κ and a transition Qv→w > 0 if (v → w) ∈ A.
We are required to produce a new transition Pv→w = Qv→wα(v ,w)
such that P is reversible with invariant probability κ and
0 < α(v ,w) ≤ 1. We have

Qv→wα(v ,w) = s(v ,w)κ(w)1/2κ(v)−1/2

and moreover we want

α(v ,w) =
s(v ,w)κ(w)1/2

Qv→wκ(v)1/2
≤ 1.



Metropolis–Hastings algorithm

Proposition
Let Q be a probability on V × V , strictly positive on E , and let
π(x) =

∑
y Q(x , y). If f :]0, 1[×]0, 1[→]0, 1[ is a symmetric function

such that f (u, v) ≤ u ∧ v then

P(x , y) =


f (Q(x , y),Q(y , x)) {x , y} ∈ E
π(x)−

∑
y : y 6=x P(x , y) x = y

0 otherwise,

is a 2-reversible probability on E such that π(x) =
∑

y P(x , y), positive if
Q is positive.

The proposition applies to

• f (u, v) = u ∧ v . This is the Hastings case: u ∧ v = u(1 ∧ (v/u))

• f (u, v) = uv/(u + v). This is the Barker case:
uv/(u + v) = u(1 + u/v)−1

• f (u, v) = uv . This is one of the Hastings general form.



Gröbner basis: recap I

• The K-ideal is generated by a finite set of binomials. A Gröbner
basis is a special class of generating set of an ideal. We refer to and
for the relevant necessary and sufficient conditions.

• The theory is based on the existence of a monomial order, i.e. a
total order on monomial term which is compatible with the product.
Given such an order, the leading term LT(f ) of the polynomial f is
defined. A generating set is a Gröbner basis if the set of leading
terms of the ideal is generated by the leading terms of monomials in
the generating set. A Gröbner basis is reduced if the coefficient of
the leading term of each element of the basis is 1 and no monomial
in any element of the basis is in the ideal generated by the leading
terms of the other element of the basis. The Gröbner basis property
depend on the monomial order. However, a generating set is a
universal Gröbner basis if it is a Gröbner basis for all monomial
orders.



Gröbner basis: recap II

• The finite algorithm for computing a Gröbner basis depends on the
definition of sygyzy. Given two polynomial f and g in the
polynomial ring K , their sygyzy is the polynomial

S(f , g) =
LT(g)

gcd(LT(f ), LT(g))
f − LT(f )

gcd(LT(f ), LT(g))
g .

A generating set of an ideal is a Gröbner basis if, and only if, it
contains the sygyzy S(f , g) whenever it contains f and g , see
Chapter 6 in or Theorem 2.4.1 p. 111 of .
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