
ST 117  
5. Regression
Lecture 25 Examples  

Model fit 
Data transformations

(Week 9)



	

	

Examples for Linear Regression Fit and Diagnostics

1. Analytical chemistry: Yellow dye quantification by 
chromatography


2. Environmental Sciences: Stream depth and flow

3. Medical geography/epidemiology: Breast cancer mortality in 

301 countries

Real-world examples from a range of domains (*) 

(*) Source: John Rice, Mathematical Statistics and Data Analysis, Duxbury Press



	

	

Catherine J Bailey, Elizabeth A Cox, Janet A Springer, High Pressure Liquid Chromatographic Determination of the 
Intermediates/Side Reaction Products in FD&C Red No. 2 and FD&C Yellow No. 5 : Statistical Analysis of 
Instrument Response, Journal of Association of Official Analytical Chemists, Volume 61, Issue 6, 1 November 1978, 
Pages 1404–1414, https://doi.org/10.1093/jaoac/61.6.1404

Regression in practice: 1. analytical chemistry

https://doi.org/10.1093/jaoac/61.6.1404


	

	

Catherine J Bailey, Elizabeth A Cox, Janet A Springer, High Pressure Liquid Chromatographic Determination of the 
Intermediates/Side Reaction Products in FD&C Red No. 2 and FD&C Yellow No. 5 : Statistical Analysis of 
Instrument Response, Journal of Association of Official Analytical Chemists, Volume 61, Issue 6, 1 November 1978, 
Pages 1404–1414, https://doi.org/10.1093/jaoac/61.6.1404

https://doi.org/10.1093/jaoac/61.6.1404


	

	

John Rice: Mathematical Statistics and Data Analysis, Duxbury Press

Chromatography figure source: https://www.waters.com/nextgen/us/en/education/primers/
beginner-s-guide-to-liquid-chromatography/identifying-and-quantitating-compounds.html

• Three dye compounds are 
represented by three peaks 
separated in time in the 
chromatogram. 

• Each elutes at a specific 
location.

• Is the area under the peak 
linked to relative amount of the 
dye?

1.

https://www.waters.com/nextgen/us/en/education/primers/beginner-s-guide-to-liquid-chromatography/identifying-and-quantitating-compounds.html
https://www.waters.com/nextgen/us/en/education/primers/beginner-s-guide-to-liquid-chromatography/identifying-and-quantitating-compounds.html
https://www.waters.com/nextgen/us/en/education/primers/beginner-s-guide-to-liquid-chromatography/identifying-and-quantitating-compounds.html


	

	

John Rice: Mathematical Statistics and Data Analysis, Duxbury Press

1.

Independent variable: 
percentage of DF&C yellow

Dependent variable (observed response): 
peak area

Regression like looks like a very good fit!



	

	

John Rice: Mathematical Statistics and Data Analysis, Duxbury Press

1.

Residual plot also 
indicates good fit 
(no pattern)



	

	

John Rice: Mathematical Statistics and Data Analysis, Duxbury Press

Regression in practice: 2. Environmental Sciences



	

	

John Rice: Mathematical Statistics and Data Analysis, Duxbury Press

Independent variable: 
Depth of stream

Dependent variable (observed response): 
Flow rate



	

	

John Rice: Mathematical Statistics and Data Analysis, Duxbury Press

Independent variable: 
Depth of stream

Dependent variable (observed response): 
Flow rate

Does not look like a linear relationship...



	

	

John Rice: Mathematical Statistics and Data Analysis, Duxbury Press

Residual plot is 
imbalanced.



	

	

Teaching philosophy: 

• Probably and statistics belong together 
• Examples motivate and illustrate the theory 
• Real-world data are essential for making statistics relevant 
• Lectures are stories rather than lists 
• Your hands-on engagement is key to learning and success 

Details on syllabus and assignment scheme this afternoon.



	

	

Use of log transforms:

Residual plot 
indicates good fit 
(no pattern)



	

	

Can fit simple linear 
regression model:

John Rice: Mathematical Statistics and Data Analysis, Duxbury Press

Dataset of population size and breast cancer mortality in 301 countries

Regression in practice: 3. Cancer mortality

Independent variable: 
Population size

Dependent variable (observed response): 
Mortalities

• intercept 0 
• slope  3.56/10000



	

	

The residual plot has no slope 
or other trends, but shows 
increased variance as 
population grows. 

Non-constant variance is called 
heteroscedasticity

John Rice: Mathematical Statistics and Data Analysis, Duxbury Press

Check model fit with residual plot….



	

	

The residual plot has no slope 
or other trends, but shows 
increased variance as 
population grows. 

Non-constant variance is called 
heteroscedasticity

John Rice: Mathematical Statistics and Data Analysis, Duxbury Press

Check model fit with residual plot….

In count data the variance 
often growth with the mean. 
Square root transformations 
often stabilise the variance.



	

	

Residual plot has 
not slope or other 
trends, but shows 
increased variance 
as population 
grows.

John Rice: Mathematical Statistics and Data Analysis, Duxbury Press



ST 117  
5. Context 
Lecture 26 Model fit 

Model improvement 
Model choice 
Beginnings of data science 
Anscombe’s quartet 

(Week 9)



	

	

Does my model fit?

 Selection (e.g. linear regression y on x) 

 Diagnostics (e.g. residuals) 

 Fitting (e.g. MLE) 

A first simple model about statistical modelling



	

	

Does my model fit and how can I improve it?

 Selection (e.g. linear regression y on x) 

 Diagnostics (e.g. residuals) 

 Fitting (e.g. MLE) 

A first simple model about statistical modelling

 Revisions: 
      technical  
    + context



	

	

How do we know if a model fits?
Text 
Text 
Text 
Text 
Text 
Text 
Text 
Text



	

	

How do we know if a model fits?



	

	

How do we know if a model fits?



	

	

Regression model and residuals

Bivariate data:   
Model: 
Assumptions: 
Unknown parameters:  
Parameter estimates:  
Fitted values: 
Residuals: 

Source: https://hastie.su.domains/ISLR2/ISLRv2_website.pdf

<latexit sha1_base64="sqKMU9Vnk6f+Vn1dYdgaFUHTIGI=">AAACAnicbVBNS8NAEN3Ur1q/op7Ey2IRWiglkaJehKIXjxVsKzQhbDabdulmE3Y3YgnFi3/FiwdFvPorvPlv3LY5aOuDgcd7M8zM8xNGpbKsb6OwtLyyulZcL21sbm3vmLt7HRmnApM2jlks7nwkCaOctBVVjNwlgqDIZ6TrD68mfveeCEljfqtGCXEj1Oc0pBgpLXnmQeXBo7WRR6sOrNALu+awIFayxqueWbbq1hRwkdg5KYMcLc/8coIYpxHhCjMkZc+2EuVmSCiKGRmXnFSSBOEh6pOephxFRLrZ9IUxPNZKAMNY6OIKTtXfExmKpBxFvu6MkBrIeW8i/uf1UhWeuxnlSaoIx7NFYcqgiuEkDxhQQbBiI00QFlTfCvEACYSVTq2kQ7DnX14knZO6fVpv3DTKzcs8jiI4BEegAmxwBprgGrRAG2DwCJ7BK3gznowX4934mLUWjHxmH/yB8fkDgbaVmA==</latexit>

(xi, yi) (i = 1, . . . , n)
<latexit sha1_base64="cnxWtnYWxxIalR7PXpHTSdBrOSA=">AAACDXicbVC7SgNBFJ2NrxhfUUubwSgIgbArQW2EoI1lBPOQbFjuTm6SIbMPZmaDIeQHbPwVGwtFbO3t/Bsnj0ITDwwczjmXO/f4seBK2/a3lVpaXlldS69nNja3tneyu3tVFSWSYYVFIpJ1HxQKHmJFcy2wHkuEwBdY83vXY7/WR6l4FN7pQYzNADohb3MG2khe9uje45cuiLgLNE9dHzXQB4/n3T5IjBUXJsS9bM4u2BPQReLMSI7MUPayX24rYkmAoWYClGo4dqybQ5CaM4GjjJsojIH1oIMNQ0MIUDWHk2tG9NgoLdqOpHmhphP198QQAqUGgW+SAeiumvfG4n9eI9Hti+aQh3GiMWTTRe1EUB3RcTW0xSUyLQaGAJPc/JWyLkhg2hSYMSU48ycvkuppwTkrFG+LudLVrI40OSCH5IQ45JyUyA0pkwph5JE8k1fyZj1ZL9a79TGNpqzZzD75A+vzB208mzE=</latexit>

Yi = ↵+ �xi + "i
<latexit sha1_base64="IKrbhHp0c812nsPwrQ1MTBRZikA=">AAACFHicbVDLSgNBEJyNrxhfUY9eBoOgKMuuBPUY9OJJIpgYyMYwO+kkg7MPZnqDYclHePFXvHhQxKsHb/6Nk8dBEwsaaqq6me7yYyk0Os63lZmbX1hcyi7nVlbX1jfym1tVHSWKQ4VHMlI1n2mQIoQKCpRQixWwwJdw699fDP3bHigtovAG+zE0AtYJRVtwhkZq5g+9HlMQayHNS3jUQ3jAVNjCbtkDj17tO0eeFp2A3R0fNPMFx3ZGoLPEnZACmaDczH95rYgnAYTIJdO67joxNlKmUHAJg5yXaIgZv2cdqBsasgB0Ix0dNaB7RmnRdqRMhUhH6u+JlAVa9wPfdAYMu3raG4r/efUE22eNVIRxghDy8UftRFKM6DAh2hIKOMq+IYwrYXalvMsU42hyzJkQ3OmTZ0n12HZP7OJ1sVA6n8SRJTtkl+wTl5ySErkkZVIhnDySZ/JK3qwn68V6tz7GrRlrMrNN/sD6/AEez52S</latexit>

"i i.i.d. N(0,�2)
<latexit sha1_base64="SLSF79FNZHbHlsp+Wgyzt80knSw=">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoPgQcKuBPUY9OIxgnlAdgm9k9lkyOzDmdlAWPIdXjwo4tWP8ebfOEn2oIkFDUVVN91dfiK40rb9bRXW1jc2t4rbpZ3dvf2D8uFRS8WppKxJYxHLjo+KCR6xpuZasE4iGYa+YG1/dDfz22MmFY+jRz1JmBfiIOIBp6iN5LkokiFeENdnGnvlil215yCrxMlJBXI0euUvtx/TNGSRpgKV6jp2or0MpeZUsGnJTRVLkI5wwLqGRhgy5WXzo6fkzCh9EsTSVKTJXP09kWGo1CT0TWeIeqiWvZn4n9dNdXDjZTxKUs0iulgUpILomMwSIH0uGdViYghSyc2thA5RItUmp5IJwVl+eZW0LqvOVbX2UKvUb/M4inACp3AODlxDHe6hAU2g8ATP8Apv1th6sd6tj0VrwcpnjuEPrM8fFqCRqw==</latexit>

↵,�
<latexit sha1_base64="bQdwZZd3EUywQyxPISm3b7EbCH4=">AAACBHicbVC7SgNBFJ31GeNr1TLNYBAsJOxKUMugjWUE84AkhLuT2WTI7IOZu0JYtrDxV2wsFLH1I+z8GyfJFpp44MKZc+5l7j1eLIVGx/m2VlbX1jc2C1vF7Z3dvX374LCpo0Qx3mCRjFTbA82lCHkDBUrejhWHwJO85Y1vpn7rgSstovAeJzHvBTAMhS8YoJH6dintjgBpF2Q8guyM5k+PI2R9u+xUnBnoMnFzUiY56n37qzuIWBLwEJkErTuuE2MvBYWCSZ4Vu4nmMbAxDHnH0BACrnvp7IiMnhhlQP1ImQqRztTfEykEWk8Cz3QGgCO96E3F/7xOgv5VLxVhnCAP2fwjP5EUIzpNhA6E4gzlxBBgSphdKRuBAoYmt6IJwV08eZk0zyvuRaV6Vy3XrvM4CqREjskpccklqZFbUicNwsgjeSav5M16sl6sd+tj3rpi5TNH5A+szx8lbJfK</latexit>

↵̂, �̂
<latexit sha1_base64="X/FNuao8kgQSquj5Ocg/4etcabA=">AAACEnicbZDLSgMxFIYzXmu9VV26CRZBEcqMFHUjFN24rGAv0JbhTJq2oZkLyRmxDPMMbnwVNy4UcevKnW9j2s5CW38IfPnPOSTn9yIpNNr2t7WwuLS8sppby69vbG5tF3Z26zqMFeM1FspQNT3QXIqA11Cg5M1IcfA9yRve8Hpcb9xzpUUY3OEo4h0f+oHoCQZoLLdwnLQHgHTkivRyim2Q0QDSk+zmcYSUPrjCLRTtkj0RnQcngyLJVHULX+1uyGKfB8gkaN1y7Ag7CSgUTPI03441j4ANoc9bBgPwue4kk5VSemicLu2FypwA6cT9PZGAr/XI90ynDzjQs7Wx+V+tFWPvopOIIIqRB2z6UC+WFEM6zod2heIM5cgAMCXMXykbgAKGJsW8CcGZXXke6qcl56xUvi0XK1dZHDmyTw7IEXHIOamQG1IlNcLII3kmr+TNerJerHfrY9q6YGUze+SPrM8fIBydxA==</latexit>

ŷi = ↵̂+ �̂xi
<latexit sha1_base64="dYPuwzCiBQsgCjTKAPBFetNXijY=">AAAB+3icbZDLSsNAFIYnXmu9xbp0M1gEN5ZEiroRim5cVrAXaEOYTE/aoZNJmJmIJeRV3LhQxK0v4s63cdpmoa0/DHz85xzOmT9IOFPacb6tldW19Y3N0lZ5e2d3b98+qLRVnEoKLRrzWHYDooAzAS3NNIduIoFEAYdOML6d1juPIBWLxYOeJOBFZChYyCjRxvLtCvjseuKzs6w/Ihobyn276tScmfAyuAVUUaGmb3/1BzFNIxCacqJUz3US7WVEakY55OV+qiAhdEyG0DMoSATKy2a35/jEOAMcxtI8ofHM/T2RkUipSRSYzojokVqsTc3/ar1Uh1dexkSSahB0vihMOdYxngaBB0wC1XxigFDJzK2YjogkVJu4yiYEd/HLy9A+r7kXtfp9vdq4KeIooSN0jE6Riy5RA92hJmohip7QM3pFb1ZuvVjv1se8dcUqZg7RH1mfP6MflDI=</latexit>

ei = yi � ŷi

Residuals are the difference between observed values (data) 
and the model-based estimates.

Least squares estimator (same as MLE under given assumptions) 
minimises the residual sum of squares (RSS): 

<latexit sha1_base64="/4GebJsbvFILhLM2rOxr9SYRhVw=">AAAB/HicbVBNS8NAEN3Ur1q/oj16WSyCp5KUol6EohePFWwrtGnYbDft0t1N2N0IIdS/4sWDIl79Id78N27aHLT1wcDjvRlm5gUxo0o7zrdVWlvf2Nwqb1d2dvf2D+zDo66KEolJB0cskg8BUoRRQTqaakYeYkkQDxjpBdOb3O89EqloJO51GhOPo7GgIcVIG8m3qwOVcD+jV+5sKCDx6bBR8e2aU3fmgKvELUgNFGj79tdgFOGEE6ExQ0r1XSfWXoakppiRWWWQKBIjPEVj0jdUIE6Ul82Pn8FTo4xgGElTQsO5+nsiQ1yplAemkyM9UcteLv7n9RMdXnoZFXGiicCLRWHCoI5gngQcUUmwZqkhCEtqboV4giTC2uSVh+Auv7xKuo26e15v3jVrresijjI4BifgDLjgArTALWiDDsAgBc/gFbxZT9aL9W59LFpLVjFTBX9gff4AfCaUBA==</latexit> nX

i=1

e2i



	

	

Residuals

Has been launched! 

• Please keep visiting as we add material 

Source: https://hastie.su.domains/ISLR2/ISLRv2_website.pdf

<latexit sha1_base64="dYPuwzCiBQsgCjTKAPBFetNXijY=">AAAB+3icbZDLSsNAFIYnXmu9xbp0M1gEN5ZEiroRim5cVrAXaEOYTE/aoZNJmJmIJeRV3LhQxK0v4s63cdpmoa0/DHz85xzOmT9IOFPacb6tldW19Y3N0lZ5e2d3b98+qLRVnEoKLRrzWHYDooAzAS3NNIduIoFEAYdOML6d1juPIBWLxYOeJOBFZChYyCjRxvLtCvjseuKzs6w/Ihobyn276tScmfAyuAVUUaGmb3/1BzFNIxCacqJUz3US7WVEakY55OV+qiAhdEyG0DMoSATKy2a35/jEOAMcxtI8ofHM/T2RkUipSRSYzojokVqsTc3/ar1Uh1dexkSSahB0vihMOdYxngaBB0wC1XxigFDJzK2YjogkVJu4yiYEd/HLy9A+r7kXtfp9vdq4KeIooSN0jE6Riy5RA92hJmohip7QM3pFb1ZuvVjv1se8dcUqZg7RH1mfP6MflDI=</latexit>

ei = yi � ŷi

<latexit sha1_base64="X/FNuao8kgQSquj5Ocg/4etcabA=">AAACEnicbZDLSgMxFIYzXmu9VV26CRZBEcqMFHUjFN24rGAv0JbhTJq2oZkLyRmxDPMMbnwVNy4UcevKnW9j2s5CW38IfPnPOSTn9yIpNNr2t7WwuLS8sppby69vbG5tF3Z26zqMFeM1FspQNT3QXIqA11Cg5M1IcfA9yRve8Hpcb9xzpUUY3OEo4h0f+oHoCQZoLLdwnLQHgHTkivRyim2Q0QDSk+zmcYSUPrjCLRTtkj0RnQcngyLJVHULX+1uyGKfB8gkaN1y7Ag7CSgUTPI03441j4ANoc9bBgPwue4kk5VSemicLu2FypwA6cT9PZGAr/XI90ynDzjQs7Wx+V+tFWPvopOIIIqRB2z6UC+WFEM6zod2heIM5cgAMCXMXykbgAKGJsW8CcGZXXke6qcl56xUvi0XK1dZHDmyTw7IEXHIOamQG1IlNcLII3kmr+TNerJerHfrY9q6YGUze+SPrM8fIBydxA==</latexit>

ŷi = ↵̂+ �̂xi

<latexit sha1_base64="bcyqMZPcFqtlFoshGKCD7n+GuME=">AAAB6nicbVBNS8NAEJ3Urxq/qh69LBbBU0mkqMeiF48V7Qe0oWy2m3bpZhN2N0II/QlePCji1V/kzX/jJs1BWx8MPN6bYWaeH3OmtON8W5W19Y3Nreq2vbO7t39QOzzqqiiRhHZIxCPZ97GinAna0Uxz2o8lxaHPac+f3eZ+74lKxSLxqNOYeiGeCBYwgrWRHlLbHtXqTsMpgFaJW5I6lGiPal/DcUSSkApNOFZq4Dqx9jIsNSOczu1homiMyQxP6MBQgUOqvKw4dY7OjDJGQSRNCY0K9fdEhkOl0tA3nSHWU7Xs5eJ/3iDRwbWXMREnmgqyWBQkHOkI5X+jMZOUaJ4agolk5lZEplhiok06eQju8surpHvRcC8bzftmvXVTxlGFEziFc3DhClpwB23oAIEJPMMrvFncerHerY9Fa8UqZ47hD6zPH1PQjS4=</latexit>y

<latexit sha1_base64="xTrXJR0Y7EgFwDP5YKQIgZtBRjc=">AAAB6nicbVBNS8NAEJ2tXzV+VT16WSyCp5KIqMeiF48V7Qe0oWy2m3bpZhN2N2IJ/QlePCji1V/kzX/jps1BWx8MPN6bYWZekAiujet+o9LK6tr6RnnT2dre2d2r7B+0dJwqypo0FrHqBEQzwSVrGm4E6ySKkSgQrB2Mb3K//ciU5rF8MJOE+REZSh5ySoyV7p8cp1+pujV3BrxMvIJUoUCjX/nqDWKaRkwaKojWXc9NjJ8RZTgVbOr0Us0SQsdkyLqWShIx7WezU6f4xCoDHMbKljR4pv6eyEik9SQKbGdEzEgvern4n9dNTXjlZ1wmqWGSzheFqcAmxvnfeMAVo0ZMLCFUcXsrpiOiCDU2nTwEb/HlZdI6q3kXtfO782r9uoijDEdwDKfgwSXU4RYa0AQKQ3iGV3hDAr2gd/Qxby2hYuYQ/gB9/gBSSo0t</latexit>x

Least squares estimator (same as MLE under given assumptions) 
minimises the residual sum of squares (RSS): 

<latexit sha1_base64="/4GebJsbvFILhLM2rOxr9SYRhVw=">AAAB/HicbVBNS8NAEN3Ur1q/oj16WSyCp5KUol6EohePFWwrtGnYbDft0t1N2N0IIdS/4sWDIl79Id78N27aHLT1wcDjvRlm5gUxo0o7zrdVWlvf2Nwqb1d2dvf2D+zDo66KEolJB0cskg8BUoRRQTqaakYeYkkQDxjpBdOb3O89EqloJO51GhOPo7GgIcVIG8m3qwOVcD+jV+5sKCDx6bBR8e2aU3fmgKvELUgNFGj79tdgFOGEE6ExQ0r1XSfWXoakppiRWWWQKBIjPEVj0jdUIE6Ul82Pn8FTo4xgGElTQsO5+nsiQ1yplAemkyM9UcteLv7n9RMdXnoZFXGiicCLRWHCoI5gngQcUUmwZqkhCEtqboV4giTC2uSVh+Auv7xKuo26e15v3jVrresijjI4BifgDLjgArTALWiDDsAgBc/gFbxZT9aL9W59LFpLVjFTBX9gff4AfCaUBA==</latexit> nX

i=1

e2i



	

	

Teaching philosophy: 

• Probably and statistics belong together 
• Examples motivate and illustrate the theory 
• Real-world data are essential for making statistics relevant 
• Lectures are stories rather than lists 
• Your hands-on engagement is key to learning and success 

Details on syllabus and assignment scheme this afternoon.



	

	



	

	

What can we do to improve a model fit?
• transform variables (with log, square root etc.) 

JM Bland, DG Altmann, Statistics Notes, MBJ

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2350481/pdf/bmj00534-0056.pdf

https://mathbench.umd.edu/modules/misc_scaling/page07.htm

Example: metabolic rate vs body weight in 600 mammals

Example: square root transformation to stability variance in 
international breast cancer mortality dataset (last week)

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2350481/pdf/bmj00534-0056.pdf
https://mathbench.umd.edu/modules/misc_scaling/page07.htm


	

	

What can we do to improve a model fit?
• transform variables (with log, square root etc.) 

https://www.davidzeleny.net/anadat-r/doku.php/en:data_preparation

Example: area of a county and its populations



	

	

What can we do to improve a model fit?
• transform variables (with log, square root etc.) 

JM Bland, DG Altmann, Statistics Notes, MBJ

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2350481/pdf/bmj00534-0056.pdf

https://mathbench.umd.edu/modules/misc_scaling/page07.htm

- e.g. by log square root, reciprocal… 
- more suitable scale to deal with large ranges 
- variance stabilisation (when closer to normal distribution, 

independence of mean and variance) 
- require care for interpretation of results

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2350481/pdf/bmj00534-0056.pdf
https://mathbench.umd.edu/modules/misc_scaling/page07.htm


	

	

What can we do to improve a model fit?
• transform variables (with log, square root etc.) 
• identify and consider confounding variables  
• remove influential points 
• reconsider data collection methods in the case of 

systematic bias in the data 

- discrete data: fit separate regression lines to subsets of 
the dataset stratified by the confounding variable  

- continuous data (simple version): binning and use above 
- Continuous data (general approach): including them into 

the model (multivariate regression, see linear module in 
Term 2)

\\



	

	

What can we do to improve a model fit?
• transform variables (with log, square root etc.) 
• identify and consider confounding variables  
• remove influential points 
• reconsider data collection methods in the case of 

systematic bias in the data 

Example: calling rate and temperature in two cricket species

JH McDonald, Handbook of Biological Statistics, 

http://www.biostathandbook.com/ancova.html

Walker (1962) studied the mating 
songs of male tree crickets. Each 
wingstroke by a cricket produces a 
pulse of song, and females may use 
the number of pulses per second to 
identify males of the correct species. 
Walker (1962) wanted to know 
whether the chirps of the crickets 
Oecanthus exclamationis and Oecanthus 
niveus had different pulse rates. He 
measured the pulse rate of the 
crickets at a variety of temperatures.

Background:



	

	

What can we do to improve a model fit?
• transform variables (with log, square root etc.) 
• identify and consider confounding variables  
• remove influential points 
• reconsider data collection methods in the case of 

systematic bias in the data 

Example: effect of ice cover on seal standings

BK Soulen et al, PLoS ONE 8(7):e68779

http://www.biostathandbook.com/ancova.html

Linear regression of the present dataset (total strandings) and (dead yearling 
strandings). Percent sea ice cover and total strandings (open circles and red line) and 
percent sea ice cover and dead yearling strandings (solid circles and blue line).

Background: 

Research about Factors Affecting 
Harp Seal (Pagophilus 
groenlandicus) Strandings in the 
Northwest Atlantic. Stranding: Seals 
and sea lions (pinnipeds) are 
considered stranded when they are 
found dead on land or in the water, 
or are in need of medical attention. 



	

	

What can we do to improve a model fit?
• transform variables (with log, square root etc.) 
• identify and consider confounding variables  
• remove influential points 
• reconsider data collection methods in the case of 

systematic bias in the data 

- discrete data: fit separate regression lines to subsets of 
the dataset stratified by the confounding variable  

- continuous data (simple version): binning and use above 
- Continuous data (general approach): including them into 

the model



	

	

What can we do to improve a model fit?
• transform variables (with log, square root etc.) 
• identify and consider confounding variables  
• remove influential points 
• reconsider data collection methods in the case of 

systematic bias in the data 

Applied Statistics with R

https://book.stat420.org/multiple-linear-regression.html

Task:  
Fit a plane using two or more 
independent variables to predict 
the dependent variable y

- Continuous data (general approach): including them into 
the model (multivariate regression, see Second Year)



	

	

How do we know if a model fits?



	

	

John Wilder Tukey

\\

John Wilder Tukey (/ˈtuːki/; June 16, 1915 – July 26, 2000) was an American mathematician 
and statistician, best known for the development of the fast Fourier Transform (FFT) 
algorithm and box plot.[2] The Tukey range test, the Tukey lambda distribution, the Tukey 
test of additivity, and the Teichmüller–Tukey lemma all bear his name.  
He is also credited with coining the term 'bit' and the first published use of the word 
'software'.

https://www.stat.berkeley.edu/~brill/Papers/life.pdf

https://en.wikipedia.org/wiki/John_Tukey

Seen as the father of data science

• Mathematician, Statistician, who is known for many(!) things including 
• UG in Chemistry, PhD in Topology (Princeton, 1939)
• Fire Control Research office during WWII
• invented fast Fourier transform, Teichmüller-Tukey lemma
• the terms “bit” and “software”
• one of the founders of data science (seminal paper in the 1960s)
• exploratory data analysis (EDA) which can be understood as precursor to data science, philosophy and tools 

(boxplot, median polish, MvA plots)
• Bell Labs, Full Professor and Founding Chairman at Princeton Statistics Department

https://en.wikipedia.org/wiki/Help:IPA/English
https://en.wikipedia.org/wiki/Mathematician
https://en.wikipedia.org/wiki/Statistician
https://en.wikipedia.org/wiki/Cooley%E2%80%93Tukey_FFT_algorithm
https://en.wikipedia.org/wiki/Cooley%E2%80%93Tukey_FFT_algorithm
https://en.wikipedia.org/wiki/Box_plot
https://en.wikipedia.org/wiki/Tukey%27s_range_test
https://en.wikipedia.org/wiki/Tukey_lambda_distribution
https://en.wikipedia.org/wiki/Tukey%27s_test_of_additivity
https://en.wikipedia.org/wiki/Tukey%27s_test_of_additivity
https://en.wikipedia.org/wiki/Teichm%C3%BCller%E2%80%93Tukey_lemma
https://en.wikipedia.org/wiki/Bit
https://en.wikipedia.org/wiki/Software
https://www.stat.berkeley.edu/~brill/Papers/life.pdf


	

	

John Wilder Tukey

\\

John Wilder Tukey (/ˈtuːki/; June 16, 1915 – July 26, 2000) was an American mathematician 
and statistician, best known for the development of the fast Fourier Transform (FFT) 
algorithm and box plot.[2] The Tukey range test, the Tukey lambda distribution, the Tukey 
test of additivity, and the Teichmüller–Tukey lemma all bear his name.  
He is also credited with coining the term 'bit' and the first published use of the word 
'software'.

https://www.stat.berkeley.edu/~brill/Papers/life.pdf

https://en.wikipedia.org/wiki/John_Tukey

Seen as the father of data science

“The best thing about being a statistician is that  

you get to play in everyone else's backyard.” 

https://en.wikipedia.org/wiki/Help:IPA/English
https://en.wikipedia.org/wiki/Mathematician
https://en.wikipedia.org/wiki/Statistician
https://en.wikipedia.org/wiki/Cooley%E2%80%93Tukey_FFT_algorithm
https://en.wikipedia.org/wiki/Cooley%E2%80%93Tukey_FFT_algorithm
https://en.wikipedia.org/wiki/Box_plot
https://en.wikipedia.org/wiki/Tukey%27s_range_test
https://en.wikipedia.org/wiki/Tukey_lambda_distribution
https://en.wikipedia.org/wiki/Tukey%27s_test_of_additivity
https://en.wikipedia.org/wiki/Tukey%27s_test_of_additivity
https://en.wikipedia.org/wiki/Teichm%C3%BCller%E2%80%93Tukey_lemma
https://en.wikipedia.org/wiki/Bit
https://en.wikipedia.org/wiki/Software
https://www.stat.berkeley.edu/~brill/Papers/life.pdf


	

	

John Wilder Tukey

\\

In “The Future of Data Analysis” (1962):  

“For a long time I thought I was a statistician, interested in 
inferences from the particular to the general.  But as I have 
watched mathematical statistics evolve, I have had cause to 
wonder and doubt… 

I have come to feel that my central interest is in data analysis…  

Data analysis, and the parts of statistics which adhere to it, 
must…take on the characteristics of science rather than those of 
mathematics… data analysis is intrinsically an empirical 
science…” 

A very short history of data science

https://www.forbes.com/sites/gilpress/2013/05/28/a-very-short-history-of-data-science/

http://projecteuclid.org/DPubS?service=UI&version=1.0&verb=Display&handle=euclid.aoms/1177704711


	

	

Applied mathematics as bridge

In Königsberg on 8 September 1930, David Hilbert addressed the yearly meeting of the Society of 
German Natural Scientists and Physicians (Gesellschaft der Deutschen Naturforscher und Ärzte).  
Full text of the speech in English and German at url below, including audio file [*]

  [*] http://math.sfsu.edu/smith/Documents/HilbertRadio/HilbertRadio.pdf

“The instrument that mediates between theory and 
practice, between thought and observation, is mathematics; 
it builds the connecting bridge and makes it stronger and 
stronger.  Thus it happens that our entire present-day culture, 
insofar as it rests on intellectual insight into and harnessing of 
nature, is founded on mathematics.”                                      

David Hilbert

http://math.sfsu.edu/smith/Documents/HilbertRadio/HilbertRadio.pdf


	

	

David Hilbert

David Hilbert (/ˈhɪlbərt/;[4] German: [ˈdaːvɪt ˈhɪlbɐt]; 23 January 1862 – 14 
February 1943) was a German mathematician, one of the most influential 
mathematicians of the 19th and early 20th centuries. Hilbert discovered and 
developed a broad range of fundamental ideas in many areas, including 
invariant theory, the calculus of variations, commutative algebra, algebraic 
number theory, the foundations of geometry, spectral theory of operators and 
its application to integral equations, mathematical physics, and the foundations 
of mathematics (particularly proof theory). 

Hilbert adopted and defended Georg Cantor's set theory and transfinite 
numbers. In 1900, he presented a collection of problems that set the course 
for much of the mathematical research of the 20th century.[5][6] 

Hilbert and his students contributed significantly to establishing rigor and 
developed important tools used in modern mathematical physics. Hilbert is 
known as one of the founders of proof theory and mathematical logic.[7]

https://en.wikipedia.org/wiki/David_Hilbert

https://en.wikipedia.org/wiki/Help:IPA/English
https://en.wikipedia.org/wiki/Help:IPA/Standard_German
https://en.wikipedia.org/wiki/German_mathematician
https://en.wikipedia.org/wiki/Invariant_theory
https://en.wikipedia.org/wiki/Calculus_of_variations
https://en.wikipedia.org/wiki/Commutative_algebra
https://en.wikipedia.org/wiki/Algebraic_number_theory
https://en.wikipedia.org/wiki/Algebraic_number_theory
https://en.wikipedia.org/wiki/Hilbert%27s_axioms
https://en.wikipedia.org/wiki/Spectral_theory
https://en.wikipedia.org/wiki/Integral_equations
https://en.wikipedia.org/wiki/Mathematical_physics
https://en.wikipedia.org/wiki/Foundations_of_mathematics
https://en.wikipedia.org/wiki/Foundations_of_mathematics
https://en.wikipedia.org/wiki/Proof_theory
https://en.wikipedia.org/wiki/Georg_Cantor
https://en.wikipedia.org/wiki/Transfinite_number
https://en.wikipedia.org/wiki/Transfinite_number
https://en.wikipedia.org/wiki/Hilbert%27s_problems
https://en.wikipedia.org/wiki/Mathematical_logic


	

	

Hilbert’s problems

Hilbert's problems are 23 problems in mathematics published by German 
mathematician David Hilbert in 1900. They were all unsolved at the time, and 
several proved to be very influential for 20th-century mathematics.  

Hilbert presented ten of the problems (1, 2, 6, 7, 8, 13, 16, 19, 21, and 22) at the 
Paris conference of the International Congress of Mathematicians, speaking on 
August 8 at the Sorbonne.  

The complete list of 23 problems was published later, in English translation in 
1902 by Mary Frances Winston Newson in the Bulletin of the American 
Mathematical Society.[1]

https://en.wikipedia.org/wiki/Hilbert%27s_problems



	

	

Does my model fit and how can I improve it?

 Selection (e.g. linear regression y on x) 

 Diagnostics (e.g. residuals) 

 Fitting (e.g. MLE) 
 Revisions: 
      technical  
    + context

G Box

https://en.wikipedia.org/wiki/All_models_are_wrong



	

	

Anscombe’s quartet

Four datasets

https://en.wikipedia.org/wiki/Anscombe%27s_quartet and original references therein

https://en.wikipedia.org/wiki/Anscombe%27s_quartet


	

	

Anscombe’s quartet
Four datasets with similar characteristics:

https://en.wikipedia.org/wiki/Anscombe%27s_quartet and original references therein

https://en.wikipedia.org/wiki/Anscombe%27s_quartet


	

	

Anscombe’s quartet
Four datasets with similar characteristics:

https://en.wikipedia.org/wiki/Anscombe%27s_quartet and original references therein

But very different fit of a linear regression model:

https://en.wikipedia.org/wiki/Anscombe%27s_quartet


	

	

Anscombe’s quartet
Four datasets with similar characteristics:

https://en.wikipedia.org/wiki/Anscombe%27s_quartet and original references therein

Message: Always visualise your data!

https://en.wikipedia.org/wiki/Anscombe%27s_quartet


	

	

Anscombe’s less has been picked up by ML and 
DS community

“…four datasets that were intentionally created to describe 
the importance of data visualisation and how any regression 
algorithm can be fooled by the same.  
Hence, all the important features in the dataset must be 
visualised before implementing any machine learning 
algorithm on them which will help to make a good fit model.”

https://towardsdatascience.com/importance-of-data-visualization-anscombes-quartet-way-a325148b9fd2
https://rawdatastudies.com/2021/06/19/anscombes-quartet-escapee/



	

	

Cartoon version

https://www.explainxkcd.com/wiki/images/2/24/curve_fitting.png

Highly recommended: 
xkcd 



	

	

Does my model fit and how can I improve it?

 Selection (e.g. linear regression y on x) 

 Diagnostics (e.g. residuals) 

 Fitting (e.g. MLE) 
 Revisions: 
      technical  
    + context

“All models are wrong, some models are useful.” 
G Box

https://en.wikipedia.org/wiki/All_models_are_wrong



	

	

George Box
George Edward Pelham Box FRS[1] (18 October 1919 – 28 March 2013) was a British 
statistician, who worked in the areas of quality control, time-series analysis, design of 
experiments, and Bayesian inference. He has been called "one of the great statistical 
minds of the 20th century".[3][4][5][6] 

Education and early life 

He was born in Gravesend, Kent, England. Upon entering university he began to study 
chemistry, but was called up for service before finishing. During World War II, he 
performed experiments for the British Army exposing small animals to poison gas. To 
analyze the results of his experiments, he taught himself statistics from available texts. 
After the war, he enrolled at University College London and obtained a bachelor's 
degree in mathematics and statistics. He received a PhD from the University of 
London in 1953, under the supervision of Egon Pearson.[2][7]

https://en.wikipedia.org/wiki/George_E._P._Box


