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Background 
The challenge:  80% reduction by 2050

But which policies will deliver this?

Economists: Strong price signal is key

[.. .]Setting a price for carbon [..] is politically difficult, and may not in 
practice be sufficient, or quick enough [.. to create the conditions for 

environmental innovation] (CEMEP)

“[The] Head of Environmental Affairs at the CBI, told UK Environment 
News that the proposed climate change levy poses a serious threat to 

British competitiveness.”

So what does climate change policy do to firms?



Strategy in this study

• Look at past policies

• UK Climate Change Levy

• First firm level evaluation

• Good for causal identification



Focus

• Effect on energy consumption?

• Effect on employment?

• Can price instruments trigger an innovation 
response?



Summary of Results
The CCL has
• significantly reduced energy consumption and 

thereby GHG emissions
• not had a negative effect on employment or 

productivity 
• had a positive effect on innovation (patenting)
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The CCL

On Average: 
 15% tax rate

 
 £20 per tonne of carbon

•Tax on energy consumption for business 
•Introduced in 2001

A Tables

Table 1: Taxation of energy and implicit carbon by fuel type

tax rate fuel price implicit carbon tax
fuel type [pence

kWh ] [ £
tC]

electricity 0.43 4.25 31
coal 0.15 2.46 16
gas 0.15 0.91 30
LPG 0.07 0.85 22
Notes: Average fuel prices in 2001 based on QFI sample.
Carbon prices taken from Pearce (2006).
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Identification of CCL effect

• Some firms were exempt from CCL.

• Climate Change Agreements (CCA): 80% 
CCL reduction in exchange for compliance 
with energy (efficiency) target set by 
government

• About 6000 CCAs



Climate Change Agreements (CCAs)
Issue 1 – CCA Targets

Energy

Tax

CCA Target

Non CCA control group gives lower boundMR



Climate Change Agreements (CCAs)
Issue 2 – Selection into CCA Targets

Rather than CCA, look at IPPC firms
Assumption: Post 2001 shocks to IPPC firms don’t 

determine IPPC coverage

ing the CCA, whereas plants that expect a reduction in consumption may be better off by joining if
the fixed cost is not too large. In the regressions we control for this in two ways. First, we augment
equation (3) by including a vector xit of exogenous plant characteristics such as age controls and
dummy variables for region and sector. Second, we include year effects ξt and a plant specific fixed
effect ηi in the error term

νit = ξ t +ηi + εit

which we identify by including first differences from years before 2001. Our main specification thus
becomes

∆yit = α∆CCAit + x′
itβ +ξ t +ηi + εit . (2)

Least-squares estimation of equation (2) provides an unbiased estimate of the treatment effect α if
εit is exogenous to CCA participation. The disturbance term εit reflects short-term deviations from a
plant’s idiosyncratic trend in energy consumption. Simultaneity of these shocks and CCA participa-
tion would induce bias in the estimate of α and may arise, for instance, if a plant’s energy consumption
is determined by the type and vintage of machinery it uses. In the presence of convex adjustment costs
plants have an incentive to concentrate upgrades of their machinery at particular points in time. These
“lumpy” upgrades would thus be associated with sudden drops in energy consumption. As a conse-
quence, a plant that had scheduled an upgrade in 2001 for reasons unrelated to the introduction of the
CCL package should have had a stronger incentive to join a CCA than a plant that was planning to
invest only several years later.

5.3 Instrumental variable estimation

To address the selection issue we propose an instrumental variable approach based on eligibility
restrictions for CCA participation. As explained above, the government intended to base eligibility
upon energy intensity, yet in practice granted eligibility to all qualifying part A activities under the
PPC Act.31 A dummy variable for whether or not a facility carries out such an activity is thus a
good predictor of CCA participation. Further, this variable is a valid instrument if the polluting
activity does not directly affect energy use. This should be true of plants that are covered by PPC
regulations because they emit pollutants other than those resulting from combustion processes. When
this instrument is used in the context of the difference equation (3) the identifying assumption is even
less restrictive, in that being covered by the PPC act must be exogenous to a plant’s specific trend
deviation εitoccurring after 2000.

For an illustration of the power of this instrument consider the glass industry. Both the production
and the recycling of glass containers are highly energy-intensive processes. However, since only the
former is pollution-intensive, glass container recycling was not eligible for CCA participation until

31The reporting thresholds for the emitted pollutants also contained in PPC did not play a role when it came to deter-
mining eligibility for the reduced levy rate.
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Data
Production data and energy expenditure

Annual Respondents Database (ARD) from ONS
≈10.000 firms for 1999-2004

Energy consumption data (kWh, tonnes etc.)
Quarterly Fuels Inquiry (ARD) from ONS
≈1.000 firms for 1997-2004

CCA participation data; ≈5.000 agreements
Online from DEFRA & HMRC Webpages

PPC coverage 
via European Pollution and Emissions Register (EPER)
Online available

Patent data: 
European Patent Office (EPO) database
≈60,000 patents in 10,000 UK firms
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Descriptive Stats for 2000
Table 6: Descriptive Statistics by CCA participation status
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Graphical Summary of regression results

Values indicate  CCL effect



Results: Time profile
CCL effect on electricity



Aggregate CCL impact

Impact on “Treated” Share of “Treated” in 
electricity consumption 

Λ(el)=-0.258 x 0.65=-16.8%

Implied energy price elasticity: 1.7
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Summary

• CCL covered firms reduce energy consumption by 
significantly more

• CCL firms patent significantly more

• CCL firms do not perform worse r in terms of 
employment or productivity

• Climate Change Levy gives covered firms incentive 
to reduce energy consumption and innovate. 

• CCL had no negative effect on employment



Implications
• Moderate unilateral energy/carbon taxes can have a 

strong effect on energy usage and emissions without 
harming the economy

• What’s the point if nobody else does it? Innovations!

• Highlights difficulty for governments of negotiating 
targets with industry

• Should we have taxes/carbon prices now in the 
recession? Use revenue to cut wage taxes.

• For the UK: scrap CCAs there is no negative 
employment effect 



Future work

• Examine things by sector

• Variations in target stringency

• Similar work for EUETS



Thank u

r.martin@lse.ac.uk

mailto:r.martin@lse.ac.uk
mailto:r.martin@lse.ac.uk


Extra Slides



Regression results: EnergyTable 8: Effects of CCA membership
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Other robustness tests

• Common support

• Singletons

• Should do: exit, for different types of 
industries/kinds of firms



First stage regressionsTable 7: First stage regression
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Regression results for patents
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Time profile for patent impact

Table 3: Regressions of patent outcomes with year interactions
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Econometric model

ing the CCA, whereas plants that expect a reduction in consumption may be better off by joining if
the fixed cost is not too large. In the regressions we control for this in two ways. First, we augment
equation (3) by including a vector xit of exogenous plant characteristics such as age controls and
dummy variables for region and sector. Second, we include year effects ξt and a plant specific fixed
effect ηi in the error term

νit = ξ t +ηi + εit

which we identify by including first differences from years before 2001. Our main specification thus
becomes

∆yit = α∆CCAit + x′
itβ +ξ t +ηi + εit . (2)

Least-squares estimation of equation (2) provides an unbiased estimate of the treatment effect α if
εit is exogenous to CCA participation. The disturbance term εit reflects short-term deviations from a
plant’s idiosyncratic trend in energy consumption. Simultaneity of these shocks and CCA participa-
tion would induce bias in the estimate of α and may arise, for instance, if a plant’s energy consumption
is determined by the type and vintage of machinery it uses. In the presence of convex adjustment costs
plants have an incentive to concentrate upgrades of their machinery at particular points in time. These
“lumpy” upgrades would thus be associated with sudden drops in energy consumption. As a conse-
quence, a plant that had scheduled an upgrade in 2001 for reasons unrelated to the introduction of the
CCL package should have had a stronger incentive to join a CCA than a plant that was planning to
invest only several years later.

5.3 Instrumental variable estimation

To address the selection issue we propose an instrumental variable approach based on eligibility
restrictions for CCA participation. As explained above, the government intended to base eligibility
upon energy intensity, yet in practice granted eligibility to all qualifying part A activities under the
PPC Act.31 A dummy variable for whether or not a facility carries out such an activity is thus a
good predictor of CCA participation. Further, this variable is a valid instrument if the polluting
activity does not directly affect energy use. This should be true of plants that are covered by PPC
regulations because they emit pollutants other than those resulting from combustion processes. When
this instrument is used in the context of the difference equation (3) the identifying assumption is even
less restrictive, in that being covered by the PPC act must be exogenous to a plant’s specific trend
deviation εitoccurring after 2000.

For an illustration of the power of this instrument consider the glass industry. Both the production
and the recycling of glass containers are highly energy-intensive processes. However, since only the
former is pollution-intensive, glass container recycling was not eligible for CCA participation until

31The reporting thresholds for the emitted pollutants also contained in PPC did not play a role when it came to deter-
mining eligibility for the reduced levy rate.
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the eligibility rules were revised in 2006.32 Similarly, the eligibility rules for the British Apparel
and Textile Confederation were amended in 2006 to include low pollution, high energy users that
had previously been excluded from CCA participation. This institutional ‘glitch’ provides quasi-
experimental variation in the probability of treatment.

To construct the instrumental variable, we downloaded publicly available data from the European
Pollution Emissions Register (EPER) which covers all European facilities regulated under the IPPC
directive whose emissions exceed the reporting thresholds. The 2001 EPER file contains reporting
thresholds and pollution discharges into air and water for 50 pollutants and covers 2,397 facilities in
56 sectors of activity in the UK. The construction of the instrument involves two steps. First, using a
detailed description of all substances regulated under IPPC, we identify all air pollutants for which the
European Environmental Agency33 lists a combustion or other energy-intensive process as the main
source of emissions. For example, combustion of coal is the main source of arsenic emissions, iron
and steel production is the main source of cyanide emissions, and so on. We identify 31 air pollutants
in this way.34 Next, we construct the instrumental variable, EPER, as a dummy variable that is one if a
facility reports emissions of any of the remaining 19 air pollutants or of the water pollutants regulated
under IPPC. We assign a value of zero otherwise. Just like our treatment variable CCA, this variable
is zero for all plants before 2001 and does not vary between 2002 and 2004. To match EPER facilities
to plants in our data set we use the same algorithm that we used for CCA participation.

Econometrically, we perform a two-stage least squares estimation where the first stage is a regression
of CCA participation on being listed in the EPER register because of water or non-combustion related
air pollution

∆CCAit = α̃∆EPERit + x′
it β̃ + η̃i + ε̃it (3)

and the second stage is a regression of outcome variables on predicted treatment indicators from the
first stage

∆yit = α∆ĈCAit + x′
itβ +ηi + εit (4)

We also consider a reduced-form specification where we simply regress treatment on our instrument
variable

∆yit = α∆EPERit + x′
itβ +ηi + εit (5)

32We thank John Stockdale of the British Glass Manufacturers’ Confederation for pointing out this example to us.
33The description is available online at http://eper.eea.europa.eu/eper/pollutant_list.asp?.
34Specifically, we exclude methane, CO, CO2, N2O, NMVOC, NOx , PFC, SF6, sulfur oxides, nitrogen, arsenic,

cadmium, chromium, copper, mercury, nickel, lead, zinc, hexachlorobenzene, dioxine and furane, benzene, BTEX, poly-
cyclic aromatic hydrocarbons (PAH), phenlos, chloride, chlorine and inorganic compounds, cyanide, fluoride, fluorine
and inorganic compounds, hydrogen cyanide, PM10, and toluene.
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Basic equation:

First stage IV: 

Second stage IV: 

Reduced form: 
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Total number of aggreements: 7904



 Data (cont.)

Technology type US Sub Class IPC Sub 
Class IPC Group US Class

Heat Exchange 165 4  -  5 F23L 15/02/09

Overall: 1100 CCR patents in 650 firms



 Data (cont.)
• Patent data: 

European Patent Office (EPO) database
≈60,000 patents in 10,000 UK firms

• Climate Change related (CCR) patents:
• Abstract searches: “Energy efficiency”
• Patent Classes; e.g. 

Technology type US Sub Class IPC Sub 
Class IPC Group US Class

Heat Exchange 165 4  -  5 F23L 15/02/09

Overall: 1100 CCR patents in 650 firms
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the industrial era is very likely to have been unprecedented in more
than 10,000 years (Figures 2.3 and 2.4). The CO

2
 radiative forcing

increased by 20% from 1995 to 2005, the largest change for any
decade in at least the last 200 years. {WGI 2.3, 6.4, SPM}

Anthropogenic contributions to aerosols (primarily sulphate,
organic carbon, black carbon, nitrate and dust) together produce a
cooling effect, with a total direct radiative forcing of -0.5 [-0.9 to
-0.1] W/m2 and an indirect cloud albedo forcing of -0.7 [-1.8 to
-0.3] W/m2. Aerosols also influence precipitation. {WGI 2.4, 2.9, 7.5,
SPM}

In comparison, changes in solar irradiance since 1750 are esti-
mated to have caused a small radiative forcing of +0.12 [+0.06 to
+0.30] W/m2, which is less than half the estimate given in the TAR.
{WGI 2.7, SPM}

2.3 Climate sensitivity and feedbacks

The equilibrium climate sensitivity is a measure of the climate
system response to sustained radiative forcing. It is defined as the
equilibrium global average surface warming following a doubling
of CO

2
 concentration. Progress since the TAR enables an assess-

ment that climate sensitivity is likely to be in the range of 2 to 4.5°C
with a best estimate of about 3°C, and is very unlikely to be less
than 1.5°C. Values substantially higher than 4.5°C cannot be ex-
cluded, but agreement of models with observations is not as good
for those values. {WGI 8.6, 9.6, Box 10.2, SPM}

Feedbacks can amplify or dampen the response to a given forc-
ing. Direct emission of water vapour (a greenhouse gas) by human
activities makes a negligible contribution to radiative forcing. How-
ever, as global average temperature increases, tropospheric water
vapour concentrations increase and this represents a key positive
feedback but not a forcing of climate change. Water vapour changes
represent the largest feedback affecting equilibrium climate sensi-
tivity and are now better understood than in the TAR. Cloud feed-
backs remain the largest source of uncertainty. Spatial patterns of
climate response are largely controlled by climate processes and
feedbacks. For example, sea-ice albedo feedbacks tend to enhance
the high latitude response. {WGI 2.8, 8.6, 9.2, TS.2.1.3, TS.2.5, SPM}

Warming reduces terrestrial and ocean uptake of atmospheric
CO2, increasing the fraction of anthropogenic emissions remaining
in the atmosphere. This positive carbon cycle feedback leads to
larger atmospheric CO2 increases and greater climate change for a
given emissions scenario, but the strength of this feedback effect
varies markedly among models. {WGI 7.3, TS.5.4, SPM; WGII 4.4}

2.4 Attribution of climate change

Attribution evaluates whether observed changes are quantita-
tively consistent with the expected response to external forcings
(e.g. changes in solar irradiance or anthropogenic GHGs) and in-
consistent with alternative physically plausible explanations. {WGI
TS.4, SPM}

Figure 2.3. Atmospheric concentrations of CO2, CH4 and N2O over the last
10,000 years (large panels) and since 1750 (inset panels). Measurements
are shown from ice cores (symbols with different colours for different stud-
ies) and atmospheric samples (red lines). The corresponding radiative
forcings relative to 1750 are shown on the right hand axes of the large
panels. {WGI Figure SPM.1}

Changes in GHGs from ice core and modern data
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Econometric Strategy for patent data

Table 1: Patents held by UK firms in the sample, 1980-2005

Figure 5 displays at the firm level the CCR patent share; i.e. the ratio of CCR patents to all patents,
rather than absolute numbers as in table 1. We see that the distribution of CCR patent share is multi-
modal. There is a concentration of firms with only a small fraction of CCR patents. Equally there is a
concentration of firms who are active to about equal degree in CCR and other patenting areas. Finally,
there is a concentration of firms whose patenting is exclusively in CCR areas.

3 Econometric Framework

To examine the impact of being in a climate change agreement on patenting activity of firms we use two
different models. Firstly, we look at the binary event of a firm applying for at least one patent in year t,
I(Patentsit > 0) - using a Conditional Logit framework. Thus we look at

Pr{I(Patentsit > 0) = 1} = f
(
βDDit +x′

itβX +αi
)

(1)

where Dit is the treatment indicator, Xitis vector of control variables such as year dummies, αi is a firm
fixed effct and f (·) is derived from the extreme value distribution.
Secondly, we implement a Poissson count data model.9 Thus we assume that

E [Patentsit ] = exp(βDDit +XitβX)exp(αi)

As treatment indicator, Dit we first use CCA participation and secondly a variable indicating eleigibility
for CCA. As discussed in more detail in Martin et al. (2009), CCA participation was contingent on
coverage by pollution prevention and control legislation (PPC); i.e. only firms that were releasing toxic
substances into air, soil or water could apply for a CCA. The UK government used this definition as
bureucratic shortcut at the time. In Martin et al. (2009) we argue in more detail why - conditional on

9see Hausman et al. (1984)
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Count data (Poisson):

Controlling for selection
1. Fixed effects
2. Instrumenting CCA participation with CAA 

eligibility: Firms covered by PPC regulation (EPER)

CCA Participation



Table 1: Patents held by UK firms in the sample, 1980-2005
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Descriptive stats: Patents



Relation to previous studies
• Agnolucci et al: no CCL announcement 

effect in manufacturing, announcement effect 
in services.

We find manufacturing effect

• Ekins & Etheridge, Barker et al.: yes, targets 
were easily achieved, but there was still a big 
CCA effect. (based on long run trends)

Maybe, but CCL effect was even stronger

• Implied energy price elasticities are high 
compared to others: 1 to 2.5

Roy et al.: 0.8-1.25



EPO CCR Patents 



CCR Patent Share across countries Figure 3: Shares of CCR patent applications across countries and time
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Notes: The figure reports the number of CCR patent filings with the EPO by individuals or companies
residing in various countries over the total number of filings from each country.
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Robustness: Placebo Regressions

Table 4: Regressions of patent outcomes with year interactions
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patents that are not necessarily closely related to climate change.
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Climate Change Agreements (CCAs)
Issue 2 – Self Selection

• CCA participation voluntary
• Higher incentives for
• Energy intensive firms
• Firms that reduce energy consumption anyways

• To control:
• Allow for fixed differences in levels and trends 

of firms
• Instrument based on eligibility: Coverage by 

PPC. 
• Key assumption: Firms are not selecting into 

PPC because of post 2001 shock to outcome 
variables



• Michael Roberts, the CBI's director of business environment, said: "Many 
companies will find these costs hard to take when manufacturing is under so 
much pressure and there are fears of a slowdown in the global 
economy." (http://www.independent.co.uk/news/business/news/climate-
change-levy-to-cost-business-pound100m-engineering-industry-
claims-702144.html)
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