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#### Abstract

In 1933 Rado characterized all systems of linear equations with rational coefficients which have a monochromatic solution whenever one finitely colors the natural numbers. A natural follow-up problem concerns the extension of Rado's theory to systems of polynomial equations. While this problem is still wide open, significant advances were made in the last two decades. We present some new results in this direction, and study related questions for general commutative semigroups.

Among other things, we obtain extensions of a classical theorem of Deuber to the polynomial setting and prove that any finite coloring of the natural numbers contains a monochromatic triple of the form $\{x, x+y, x y\}$, settling an open problem.

We employ methods from ergodic theory, topological dynamics and topological algebra.
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## CHAPTER 1

## INTRODUCTION

In this thesis we investigate some questions originating in Ramsey theory by using tools and methods from ergodic theory, topological dynamics and topological algebra in the StoneČech compactifications of commutative semigroups.

### 1.1 Combinatorial problems

We are mainly concerned with results of the form: suppose one colors the natural numbers $\mathbb{N}=\{1,2, \ldots\}$ with a finite set of colors (so that each number has exactly one color) in an arbitrary fashion. Then one can find certain monochromatic (i.e. with all elements of the same color) "patterns". One of the oldest results in this direction is Schur's theorem [Sch16]:

Theorem 1.1 (Schur). For any finite partition of the natural numbers $\mathbb{N}=C_{1} \cup \cdots \cup C_{r}$ there exist $x, y \in \mathbb{N}$ and $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ such that $\{x, y, x+y\} \subset C$.

Another famous result in arithmetic Ramsey theory is van der Waerden's theorem [Wae27] on arithmetic progressions:

Theorem 1.2 (van der Waerden). For any finite partition of the natural numbers $\mathbb{N}=$ $C_{1} \cup \cdots \cup C_{r}$ and any $k \in \mathbb{N}$ there exist $x, y \in \mathbb{N}$ and $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ such that $\{x, x+$ $y, x+2 y, \ldots, x+k y\} \subset C$.

Observe that both Schur's and van der Waerden's theorems deal with linear patterns, in the sense that these patterns are defined by linear relations (this point will be made more
precise in Section 1.3). In 1933, Rado obtained a remarkable result, classifying all linear configurations which can be found in a single cell of any finite partition of $\mathbb{N}$, extending simultaneously Theorems 1.1 and 1.2 (cf. Theorem 4.31 below).

The next natural step in this line of investigation is to consider polynomial configurations. A far reaching extension of van der Waerden's theorem to the polynomial setting was obtained by Bergelson and Leibman in [BL96]:

Theorem 1.3 (Polynomial van der Waerden theorem, cf. [BL96, Corollary 1.11]). Let $f_{1}, \ldots, f_{k} \in \mathbb{Z}[x]$ be polynomials such that $f_{i}(0)=0$ for all $i=1, \ldots, k$. Then for any finite coloring of $\mathbb{N}=C_{1} \cup \cdots \cup C_{r}$ there exist a color $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ and $x, y \in \mathbb{N}$ such that

$$
\left\{x, x+f_{1}(y), x+f_{2}(y), \ldots, x+f_{k}(y)\right\} \subset C
$$

Note that Theorem 1.2 is a rather special case of Theorem 1.3, corresponding to the choice of polynomials $f_{i}(y)=i y$. The strength and generality of the polynomial van der Waerden theorem notwithstanding, several questions remain unanswered. For instance, it is an open problem whether for every finite coloring of $\mathbb{N}$ there exists a color $C$ and $x, y \in \mathbb{N}$ such that $\left\{x^{2}, y^{2}, x^{2}+y^{2}\right\} \subset C$.

This thesis sheds some new light on the class of polynomial patterns that can be found monochromatically within a single cell of any finite partition of $\mathbb{N}$ and, indeed, of more general countable commutative semigroups. We obtain in Chapter 4 a common generalization of Theorems 1.1 and 1.3 to countable commutative semigroups (the precise statement, Theorem 4.2, is postponed until Chapter 4 for it uses some terminology from that chapter), providing new families of polynomial patterns which can be found in a single cell of any finite partition. However, this extension does not include every polynomial pattern. While it unites the polynomial version of van der Waerden's theorem with Schur's theorem, some pieces are still missing. In particular, the following conjecture is still unsolved:

Conjecture 1.4. For any finite partition of the natural numbers $\mathbb{N}=C_{1} \cup \cdots \cup C_{r}$ there exist $x, y \in \mathbb{N}$ and $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ such that $\{x, y, x+y, x y\} \subset C$.

An affirmative answer to the analogue of Conjecture 1.4 in finite fields was recently obtained by Green and Sanders [GS16], generalizing previous work by Shkredov [Shk10] and Cilleruelo [Cil12] (see also [Vin14] and [Han13] for related results).

A major part of this thesis arises from studying a weaker form of Conjecture 1.4 which, until very recently, was unsolved:

Theorem 1.5 ([Mor]). For any finite partition of the natural numbers $\mathbb{N}=C_{1} \cup \cdots \cup C_{r}$ there exist $x, y \in \mathbb{N}$ and $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ such that $\{x, x+y, x y\} \subset C$.

Theorem 1.5 is proved in Chapter 6, as a special case of a significantly more general statement (see Theorem 6.2 below). Theorem 1.5 is the culmination of ideas and techniques developed in [BM16a] and [BM16b], where the analogous problem in $\mathbb{Q}$ (and, in fact, in any countable field) was studied. Besides the invaluable lessons learned, in this earlier work we obtained results which in certain respect are stronger than Theorem 1.5. These developments are presented in Chapter 5. In particular we showed that any "large" subset of $\mathbb{Q}$ contains patterns of the form $\{x+y, x y\}$. By way of contrast, observe that the set of odd numbers (which is a "large" subset of $\mathbb{N}$ in several senses) can not contain such a pattern.

### 1.2 Connections with dynamics and topological algebra

In [Sze75] Szemerédi established a density version of van der Waerden's theorem (cf. Theorem 2.41 below), hereby proving a famous conjecture of Erdős and Turán [ET36]. Shortly afterwards, Furstenberg gave a new proof of Szemerédi's theorem using ergodic theory [Fur77]. This was the beginning of a long and fruitful interaction between dynamics and Ramsey theory. Indeed, Furstenberg's method was successfully applied to many other problems in Ramsey theory, including density and polynomial versions of the Hales-Jewett theorem.

While ergodic theory has proven useful in establishing density results, topological dynamics can be used to obtain directly partition results. This approach was first employed by

Furstenberg and Weiss to obtain a dynamical proof of van der Waerden's theorem [FW78]. A similar method was later used by Bergelson and Leibman to obtain the polynomial van der Waerden theorem (a result which was previously unknown). Topological dynamics can also be used to show partition regularity for configurations which are not present in every set with positive density, such as IP-sets (cf. Section 2.2 below) or solutions to Rado's systems of equations.

Another effective technique in modern Ramsey theory is provided by the topological algebra of the Stone-Čech compactification, realized as the space of ultrafilters. On the one hand, ultrafilter methods are helpful in obtaining various partition results. On the other hand, utilizing convergence along ultrafilters allows one to refine and extend results classically obtained via Cesàro averages.

### 1.3 Ramsey families

To put our results into perspective, we will now briefly review some of the relevant classical results in Ramsey theory. The notion of Ramsey families will be convenient to state both classical and new results in a more general framework.

Definition 1.6. Let $G$ be a countable commutative semigroup, let $k, m \in \mathbb{N}$, and let $f_{1}, \ldots, f_{k}: G^{m} \rightarrow G$. We say that $\left\{f_{1}, \ldots, f_{k}\right\}$ is a Ramsey family in $G$ if for any finite coloring $G=C_{1} \cup \cdots \cup C_{r}$, there exist $\mathbf{x} \in G^{m}$ and a color $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ such that $\left\{f_{1}(\mathbf{x}), \ldots, f_{k}(\mathbf{x})\right\} \subset C$.

In this language, Schur's theorem (Theorem 1.1) states that the family $\{x, y, x+y\}{ }^{1}$ is Ramsey in $\mathbb{N}$, and van der Waerden's theorem (Theorem 1.2) states that, for any $k \in \mathbb{N}$, the family $\{x, x+y, \ldots, x+(k-1) y\}$ is Ramsey in $\mathbb{N}$. On the other hand, the families $\{x, x+1\}$ and $\{x, y, 3 x-y\}$ are not Ramsey (in $\mathbb{N}$ ): if one colors each $n \in \mathbb{N}$ depending on its parity, then $x$ and $x+1$ must have different colors; and if we color each $n \in \mathbb{N}$ in one of

[^0]four colors, according to the last non-zero digit in its 5 -adic expansion, one can check that if $x$ and $y$ are of the same color, then $3 x-y$ must have a different color.

A common extension of Schur's and van der Waerden's theorems was obtained by Brauer [Bra28]:

Theorem 1.7 (Brauer's theorem). For every $p \in \mathbb{N}$, the family $\{x, y, x+y, x+2 y, \ldots, x+p y\}$ is Ramsey in $\mathbb{N}$.

In a different direction, one can extend Schur's theorem by adding to the family $\{x, y, x+$ $y\}$ a new variable $z$ and the sums $\{z+y, z+y, z+x+y\}$. In general we have

Theorem 1.8 (Folkman's theorem). For every $m \in \mathbb{N}$, the family

$$
\left\{\begin{array}{ccccc}
x_{0} & & & & \\
x_{1}, & x_{1}+x_{0} & & & \\
x_{2}, & x_{2}+x_{1}, & x_{2}+x_{0}, & x_{2}+x_{1}+x_{0} & \\
\vdots & \vdots & \vdots & \ddots & \\
x_{m}, & x_{m}+x_{m-1}, & x_{m}+x_{m-2}, & \cdots & x_{m}+x_{m-1}+\cdots+x_{0}
\end{array}\right\}
$$

is Ramsey in $\mathbb{N}$.

In other words, Folkman's theorem states that for any finite coloring of $\mathbb{N}$ and every $m \in \mathbb{N}$ there exists a color $C$ and a set $A \subset \mathbb{N}$ with $|A|=m$ such that $F S(A) \subset C$ (cf. (2.4) below).

Remark 1.9. The attribution of Theorem 1.8 to J. Folkman is made in [GRS90] (without a reference). However we remark that it follows as a corollary from the earlier work of Rado (cf. Theorem 4.31 below) and it was also independently discovered by Sanders in his thesis [San68] and by Arnautov [Arn70].

In the same way that van der Waerden's and Schur's theorems were simultaneous generalized by Brauer's theorem, it is possible to unite van der Waerden's theorem with Folkmans's.

Theorem 1.10 (Deuber's theorem, [Deu73]). For any $m, p, c \in \mathbb{N}$, the family

$$
\left\{\begin{array}{cr}
c x_{0}, & \\
i x_{0}+c x_{1}, & i \in\{-p, \ldots, p\} \\
i x_{0}+j x_{1}+c x_{2}, & i, j \in\{-p, \ldots, p\} \\
\vdots & \vdots \\
i_{0} x_{0}+\cdots+i_{m-1} x_{m-1}+c x_{m}, & i_{m-1}, \ldots, i_{0} \in\{-p, \ldots, p\}
\end{array}\right\}
$$

is Ramsey in $\mathbb{N}$.

Observe that Theorem 1.10 contains Schur's, van der Waerden's, Brauer's and Folkman's theorems as special cases. In fact, Deuber's theorem applies to every finite linear Ramsey family in $\mathbb{N}$ :

Theorem 1.11. Let $m \in \mathbb{N}$ and let $\left\{f_{1}, \ldots, f_{k}\right\}$ be a finite family of linear functions (i.e. semigroup homomorphisms) $f_{i}: \mathbb{N}^{m+1} \rightarrow \mathbb{N}$. Then the family is Ramsey if and only if there exist $p, c \in \mathbb{N}$ such that the family $\left\{f_{1}, \ldots, f_{k}\right\}$ is contained in the family described in Theorem 1.10.

The original version of Theorem 1.11 is due to Rado (see Theorem 4.31 below) but is formulated in the (quite different) language of partition regularity of systems of linear equations. As stated, Theorem 1.11 is due to Deuber; although it is not hard to derive it from Rado's theorem. Actually, Deuber proved a stronger result (see the discussion surrounding Definition 4.10 below).

There are several ways one can hope to extend Theorem 1.11. One option is to extend the notion of Ramsey families to infinite families of functions. There are several positive results in this direction, including Hindman's theorem (Theorem 2.27) which can be formulated in language of Ramsey families. One could also try to extend the scope of Theorem 1.11 from linear Ramsey families in $\mathbb{N}$ to linear Ramsey families in other commutative semigroups. Yet another, and perhaps more natural, possibility is to relax the condition that the functions must be linear and ask instead for a similar result when the functions are polynomials. This leads naturally to the following, by now classical, problem.

Problem 1.12. Describe necessary and sufficient conditions on the polynomials $f_{1}, \ldots, f_{k} \in$ $\mathbb{Z}\left[x_{1}, \ldots, x_{s}\right]$ that guarantee that the family $\left\{f_{1}, \ldots, f_{k}\right\}$ is Ramsey in $\mathbb{N}$.

It follows from Schur's theorem that the family $\{x, y, x y\}$ is Ramsey (simply compose any given coloring $\chi: \mathbb{N} \rightarrow\{1, \ldots, r\}$ with the map $n \mapsto 2^{n}$ to create a new coloring and apply Schur's theorem). Using the same idea, van der Waerden's theorem implies that for each $k \in \mathbb{N}$ the family $\left\{x, x y, \ldots, x y^{k}\right\}$ is Ramsey, and Deuber's theorem implies that many more families of the form $\left\{f_{1}, \ldots, f_{k}\right\}$, where each $f_{i}$ is a monomial, are Ramsey.

Configurations which combine both addition and multiplication, however, tend to be significantly harder to deal with: only in 1977 did Furstenberg and Sárközy prove, independently, that the family $\left\{x, x+y^{2}\right\}$ is monochromatic (cf. [Fur77, Theorem 1.2] and [Sár78]), obtaining the first example of a non-linear Ramsey family which does not consist solely of monomials. Bergelson improved this result by showing that in fact the family $\left\{x, y, x+y^{2}\right\}$ is Ramsey [Ber87].

The next major advance towards Problem 1.12 was Bergelson and Leibman's polynomial extension of van der Waerden's theorem [BL96] (Theorem 1.3). In the language of Ramsey families, they showed in particular that for any polynomials $p_{1}, \ldots, p_{k} \in \mathbb{Z}\left[x_{1}, \ldots, x_{m}\right]$ with $p_{i}(\mathbf{0})=0$, the family $\left\{x_{0}, x_{0}+p_{1}\left(x_{1}, \ldots, x_{m}\right), \ldots, x_{0}+p_{k}\left(x_{1}, \ldots, x_{m}\right)\right\}$ is Ramsey. The polynomial van der Waerden theorem has now been extended in several directions (see, for instance, [BFM96; BJM; BLL08]), each revealing new examples of polynomial Ramsey families.

In the last decade, many interesting polynomial Ramsey families were found [BBHS06; BBHS08; Ber05; FH; McC10], however a complete solution to Problem 1.12 is still very far from reach.

## Outline of the following chapters

In the next chapter we set up some common terminology and definitions. We start by reviewing some background facts on ultrafilters. Then we survey classical definitions and
results from (arithmetic) Ramsey theory and discuss connections with ergodic theory and topological dynamics.

In Chapter 3 we deal with affine semigroups - semigroups of affine transformations of a ring - and explore some of their properties. There is a strong analogy between the way a semigroup acts on itself by translations, and the way the affine semigroup over a ring $R$ acts on $R$ via affine transformations. This analogy allows us to transfer several classical results to the affine setting. The theory developed in this chapter is used later in Chapters 5 and 6 to obtain new Ramsey theoretic results.

In Chapter 4 we study extensions of Deuber's theorem (Theorem 1.10). We obtain a common extension of Deuber's theorem and Bergelson-Leibman's polynomial van der Waerden theorem. We further generalize this result to arbitrary countable abelian groups. We also present a generalization of Deuber's theorem which holds in every countable commutative semigroup.

In Chapter 5 we investigate the presence of configurations $\{x+y, x y\}$ in large subsets of (countably infinite) fields and answer the question of how abundant such configurations are. To this end we employ methods from ergodic theory and end up obtaining results on the long term behaviour of measure preserving actions of affine semigroups. In particular we establish affine analogues of the mean ergodic theorem, Khintchine's recurrence theorem, as well as versions thereof involving limits along ultrafilters.

Chapter 6 is dedicated to the study of certain polynomial families over a general class of rings. Among other things, we show that the family $\{x+y, x y\}$ is Ramsey in any ring of that class and in $\mathbb{N}$. We provide two proofs, one using topological dynamics and another, purely elementary proof. In particular we prove Theorem 1.5 and, as a corollary, obtain partition regularity of certain polynomial equations.

## CHAPTER 2

## PRELIMINARIES

In this section we will review some well known combinatorial results which we both are inspired by and use throughout the thesis. We will also introduce some definitions and facts about ultrafilters, ergodic theory and topological dynamics for later use.

### 2.1 Ultrafilters on commutative semigroups

The theory of ultrafilters, and specially the relation between the algebra and the topology of the set $\beta R$ of all ultrafilters over a countable set $R$ has became a major component of Ramsey theory in the past decades. Since we will make extensive use of the theory of ultrafilters in all of the later chapters, in this section we present a fairly detailed introduction to this useful subject. The reader will find missing details in [Ber10] or [HS98].

Definition 2.1 (Ultrafilter). Let $R$ be a countable set. An ultrafilter $p$ is a non-empty collection of subsets of $R$ satisfying:

- $\varnothing \notin p$
- If $A \subset B$ and $A \in p$ then $B \in p$
- If $A \in p$ and $B \in p$ then also $A \cap B \in p$
- If $A \cup B \in p$ then either $A \in p$ or $B \in p$

In particular, the second condition implies that $R \in p$ (because $p$ is non-empty), so from the last property it follows that for each $A \subset R$, either $A \in p$ or $R \backslash A \in p$. In fact,
iterating the last property, we deduce that for any finite partition of $R$, exactly one of the cells belongs to $p$. Indeed we have:

Proposition 2.2. An ultrafilter on $R$ is a family $p$ of subsets of $R$ such that for any finite partition of $R$, exactly one of the cells of the partition belongs to $p$.

It is not hard to present a concrete example of an ultrafilter: pick $a \in R$ and consider the family $p_{a}:=\{A \subset R: a \in A\}$; one can promptly check that this family satisfies all the conditions from Definition 2.1. Ultrafilters of the form $p_{a}$ with $a \in R$ as just described are called principal, an ultrafilter which is not principal is called non-principal. In order to prove existence of non-principal ultrafilters one requires (at least some weak form of) the axiom of choice. This means that one can not give an explicit construction of an nonprincipal ultrafilter; nevertheless, one is often able to establish the existence of ultrafilters with some nice properties.

A family of subsets of $R$ satisfying the first three properties of the Definition 2.1 is called a filter. The family of all co-finite sets is an example of a filter which is not contained in any principal ultrafilter. On the other hand, ultrafilters turn out to be precisely maximal filters (for the inclusion relation).

Proposition 2.3. Every filter is contained in an ultrafilter. In particular, there exist nonprincipal ultrafilters.

Proof. We first show that any maximal filter (for the partial order of inclusion) is an ultrafilter. Let $p$ be a maximal filter and let $A, B \subset R$ be non-empty sets such that $A \cup B \in p$. We need to show that either $A$ or $B$ belong to $p$. Assume $B \notin p$ and consider the family $p^{\prime}:=p \cup\{C \subset R: A \subset C\} \cup\{A \cap C: C \in p\}$. We claim that $p^{\prime}$ is also a filter, by maximality this will imply that $p^{\prime}=p$ and so $A \in p$ as desired.

Assume, for the sake of a contradiction, that $\varnothing \in p^{\prime}$. Since $p$ is a filter and $A$ is nonempty we have that $A \cap C=\varnothing$ for some $C \in p$. But since $A \cup B \in p$, we would have $(A \cup B) \cap C$ is simultaneously a member of $p$ and also a subset of $B$, contradicting the
assumption that $B \notin p$. The second and third conditions for a filter trivially hold for $p^{\prime}$ and this proves the claim.

Now, it is also easy to check that the union of any totally ordered subset of filters is again a filter, so we can apply Zorn's lemma to conclude that any filter is contained in some ultrafilter.

If one considers $R$ to be endowed with the discrete topology (as we always do in this thesis), the set of all ultrafilters on $R$ can be identified with the Stone-Čech compactification $\beta R$ of $R$ (see, for example, Theorem 3.27 in [HS98]). We will now briefly explain this identification. Let $\Omega:=\{0,1\}^{R}$ be the set of all functions $f: R \rightarrow\{0,1\}$. By identifying a subset $A \subset R$ with its indicator function, we can also think of $\Omega$ as the family of all subsets of $R$. We endow $\{0,1\}$ with the discrete topology and give $\Omega$ the product topology, making it into a compact space (by Tychonoff's theorem). Next we consider the space $X=\{0,1\}^{\Omega}$ of all functions from $\Omega$ in $\{0,1\}$. Invoking Tychonoff's theorem one more time we deduce that $X$ is also compact with respect to the product topology. One can think of a point in $X$ as a subset of $\Omega$ or, equivalently, as a collection of subsets of $R$.

Now, for each $n \in R$, let $p_{n} \in X$ be the function $p_{n}: \Omega \rightarrow\{0,1\}$ given by $p_{n}(f)=$ $f(n)$ for each $f: R \rightarrow\{0,1\}$. This gives an embedding of $R$ into $X$. The Stone-Čech compactification of $R$ is the closure of $R$ in $X$ and is denoted by $\beta R$. Observe that $\beta R$ is compact because it is a closed subset of the compact Hausdorff space $X$.

A point $p \in \beta R \subset X$ is a map from $\Omega$ to $\{0,1\}$. By identifying points in $\Omega$ with subsets of $R$, we can associate $p$ with the family of subsets $A \subset R$ for which $p(A)=1$. By an abuse of language we will denote this collection of subsets of $R$ also by $p$ and we will use interchangeably the notations $A \in p$ and $p(A)=1$. Note that the element $p_{n} \in X$ is the principal ultrafilters at $n$.

Proposition 2.4. Let $p \in X$ be a collection of subsets of $R$. Then $p \in \beta R$ if and only if $p$ is an ultrafilter on $R$.

Proof. Using the definition of product topology we see that $p \in \beta R$ if and only if for any
finite collection $A_{1}, \ldots, A_{k}$ of subsets of $R$ there exists some $n \in R$ such that $p_{n}\left(A_{i}\right)=p\left(A_{i}\right)$ for each $i=1, \ldots, k$.

First assume that $p \in \beta R$. Since $p_{n}(\varnothing)=0$ for all $n \in R$, also $p(\varnothing)=0$ and hence $\varnothing \notin p$, proving the first property of Definition 2.1. Next let $A \in p$ and suppose $B \supset A$. Let $n \in R$ be such that $p_{n}(A)=p(A)$ and $p_{n}(B)=p(B)$. Then $n \in A$ so $n \in B$ and thus $p(B)=1$, proving the second property. If both $A$ and $B$ are in $p$, let $n \in R$ be such that $p_{n}$ and $p$ agree at $A, B$ and $A \cap B$. Then we conclude that $A \cap B \in p$ proving the third property. Finally suppose that $A \cup B \in p$ and let $n \in R$ be such that $p_{n}$ agree with $p$ at $A$, $B$ and $A \cup B$. Thus either $A$ or $B$ will be in $p$ proving the fourth property. This implies that $p$ is indeed an ultrafilter.

Next, suppose that $p$ is an ultrafilter. Given any subsets $A_{1}, \ldots, A_{k}$ of $R$, assume that $A_{1}, \ldots, A_{r}$ are in $p$ and $A_{r+1}, \ldots, A_{k}$ are not in $p$. Then the intersection

$$
\left(\bigcap_{i=1}^{r} A_{i}\right) \cap\left[\bigcap_{i=r+1}^{k}\left(R \backslash A_{i}\right)\right]
$$

is in $p$ and in particular it is non-empty. Let $n$ be in that intersection. Then $p_{n}$ agrees with $p$ at the sets $A_{1}, \ldots, A_{k}$. Since the sets $A_{1}, \ldots, A_{k}$ were arbitrary, we conclude that there exists some $p_{n}$ at each neighborhood of $p$, and hence $p \in \beta R$.

For a set $A \subset R$ denote by

$$
\begin{equation*}
\bar{A}:=\{p \in \beta R: A \in p\} \subset \beta R \tag{2.1}
\end{equation*}
$$

It turns out that, identifying $A$ with the subset of $\beta R$ consisting of those principal ultrafilters $p_{n}$ with $n \in A$, the set $\bar{A}$ is precisely the closure of $A$ in the topology of $\beta \mathbb{N}$. In fact, we have:

Lemma 2.5. The sets $\bar{A}$ are clopen and form a basis for the topology on $\beta R$.

Proof. Let $p \in X$. By definition $p \in \bar{A} \Longleftrightarrow p(A)=1$. Since $\{1\}$ is a clopen subset of $\{0,1\}$ and by the definition of product topology on $X$ we conclude that $\bar{A}$ is a clopen set of $X$, hence intersecting with $\beta R$ we get a clopen subset of $\beta R$.

To prove that the sets $\{\bar{A}, A \subset R\}$ form a basis for the topology on $\beta R$, let $k \in \mathbb{N}$, let $1 \leq r \leq k$, let $A_{1}, \ldots, A_{k}$ be subsets of $R$ and let $C:=\left\{p \in X: A_{1}, \ldots, A_{r} \in p, A_{r+1}, \ldots, A_{k} \notin\right.$ $p\}$. Sets of the form $C$ are a basis for the topology of $X$, so sets of the form $C \cap \beta R$ form a basis for the topology of $\beta R$. Consider the intersection

$$
B=\left(\bigcap_{i=1}^{r} A_{i}\right) \cap\left[\bigcap_{i=r+1}^{k}\left(R \backslash A_{i}\right)\right]
$$

Then, by the ultrafilter property, $p \in C \cap \beta R \Longleftrightarrow B \in p$, and hence $C \cap \beta R=\bar{B}$.

Given a compact Hausdorff space $K$ and a function $f: R \rightarrow K$, the universal property of the Stone-Čech compactification implies that there exists a unique continuous extension $\beta f: \beta R \rightarrow K$. The continuity implies that $\beta f(p)=\lim _{n \rightarrow p} f(n)$. We will denote this by the more suggestive notation $p-\lim _{n} f(n):=\beta f(p)$.

Lemma 2.6. Let $K$ be a compact Hausdorff space, let $R$ be a countable discrete set, let $f: R \rightarrow K, p \in \beta R$ and $x \in K$. Then

$$
\begin{equation*}
p-\lim _{n} f(n)=x \quad \Longleftrightarrow \quad \forall U \ni x \text { open, } \quad\{n \in R: f(n) \in U\} \in p \tag{2.2}
\end{equation*}
$$

Proof. Assume $p-\lim _{n} f(n)=x$. The set $\{n \in R: f(n) \in U\}$ is precisely the intersection of $V:=(\beta f)^{-1}(U)$ and $R$ (as a subset of $\beta R$ ). Since $\beta f$ is continuous, $V$ is open, and because $p \in V$ it follows that there exists a basic open set $\bar{A} \subset V$ such that $p \in \bar{A}$, where $A \subset R$. In other words $A \in p$ and $A \subset V$, which implies that $V \cap R$ contains $A$ and hence is a member of $p$.

Next we prove the converse: assume $p-\lim f(n)=y \neq x$. Since $K$ is Hausdorff, take disjoint neighborhoods $U_{x}$ and $U_{y}$ of $x$ and $y$ respectively. It follows from the first part that $\left\{n: f(n) \in U_{y}\right\} \in p$. Since $\left\{n: f(n) \in U_{y}\right\} \cap\left\{n: f(n) \in U_{x}\right\}=\varnothing$ we conclude that $\left\{n: f(n) \in U_{x}\right\} \notin p$, finishing the proof.

One could simply take (2.2) as the definition of $p$-lim but the definition above makes it more clear that for any map $f: R \rightarrow K$ into a compact Hausdorff space, $p-\lim _{n} f(n)$ exists and is unique.

## Ultrafilters on semigroups

So far we didn't use any property of the set $R$ (except that it is infinite). Now we will see that a binary operation on $R$ induces a binary operation in $\beta R$. To motivate the definition it helps to think of ultrafilters in a different way, namely as finitely additive $\{0,1\}$-valued measures on $R$. In that way, the operation on $\beta R$ is just the usual convolution of measures.

Let $\bullet$ be an associative binary operation on $R$ (we will only use $\bullet=+$ and $\bullet=\times$ ), let $A \subset R$ and $n \in R$. We use the notation $A \bullet n^{-1}$ to denote the set $\{x \in R: x \bullet n \in A\}$.

Definition 2.7. Let $p$ and $q$ be ultrafilters on a semigroup $(R, \bullet)$. We define the operation

$$
p \bullet q:=\left\{A \subset R:\left\{n \in R: A \bullet n^{-1} \in p\right\} \in q\right\}
$$

We first need to check that $p \bullet q$ is indeed an ultrafilter on $R$ :
Proposition 2.8. If $p, q \in \beta R$ then also $p \bullet q \in \beta R$.
Proof. It is clear that $\varnothing \notin p \bullet q$. Also, if $A \subset B$, then for each $n$ we have $\left(A \bullet n^{-1}\right) \subset\left(B \bullet n^{-1}\right)$. It is now easy to check that if $A \in p \bullet q$ then also $B \in p \bullet q$. Next assume that both $A, B \in p \bullet q$. Since $\left(A \bullet n^{-1}\right) \cap\left(B \bullet n^{-1}\right)=(A \cap B) \bullet n^{-1}$ for each $n \in R$, we have that $\left\{n:(A \cap B) \bullet n^{-1} \in p\right\}=\left\{n: A \bullet n^{-1} \in p\right\} \cap\left\{n: B \bullet n^{-1} \in p\right\} \in q$ and hence $A \cap B \in p \bullet q$.

Finally, if $A \cup B \in p \bullet q$ then using the fact that $p$ is an ultrafilter (and the fact that $\left.(A \cup B) \bullet n^{-1}=A \bullet n^{-1} \cup B \bullet n^{-1}\right)$ we have that for each $n$ in the set $C:=\left\{n:(A \cup B) \bullet n^{-1} \in p\right\}$ either $A \bullet n^{-1} \in p$ or $B \bullet n^{-1} \in p$. Since $q$ is also an ultrafilter and $C \in q$, either $\left\{n: A \bullet n^{-1} \in p\right\} \in q$ or $\left\{n: B \bullet n^{-1} \in p\right\} \in q$ which is equivalent, respectively to $A \in p \bullet q$ or $B \in p \bullet q$.

Moreover, this binary operation turns out to be associative (cf. Theorems 4.1, 4.4 and 4.12 in [HS98]) :

Proposition 2.9. The binary operation on $\beta R$ just defined is associative.
Proof. We first note that for $A \subset R$ and $n, m \in R$ we have

$$
x \in\left(A \bullet n^{-1}\right) \bullet m^{-1} \Longleftrightarrow x \bullet m \bullet n \in A
$$

and so $\left(A \bullet n^{-1}\right) \bullet m^{-1}=A \bullet(m \bullet n)^{-1}$.
Let $p, q, r \in \beta R$. Then $A \in(p \bullet q) \bullet r$ if and only if

$$
\begin{aligned}
\left\{n: A \bullet n^{-1} \in p \bullet q\right\} \in r & \Longleftrightarrow\left\{n:\left\{m:\left(A \bullet n^{-1}\right) \bullet m^{-1} \in p\right\} \in q\right\} \in r \\
& \Longleftrightarrow\left\{n:\left\{m: A \circ(m \bullet n)^{-1} \in p\right\} \in q\right\} \in r \\
& \Longleftrightarrow\left\{n:\left\{m: m \bullet n \in\left\{x: A \bullet x^{-1} \in p\right\}\right\} \in q\right\} \in r \\
& \Longleftrightarrow\left\{n:\left\{x: A \circ x^{-1} \in p\right\} \bullet n^{-1} \in q\right\} \in r \\
& \Longleftrightarrow\left\{x: A \bullet x^{-1} \in p\right\} \in q \bullet r \\
& \Longleftrightarrow A \in p \bullet(q \bullet r)
\end{aligned}
$$

Thus $(\beta R, \bullet)$ is a semigroup. It should be remarked that this operation extends the operation on $R$. More precisely, if $n, m \in R$ then $p_{n} \bullet p_{m}:=p_{n \bullet m}$. However, the operation in $\beta R$ may not be commutative, even if $\bullet$ is.

Another important property of the operation in $\beta R$ is that it is left continuous (and yet, not right continuous):

Proposition 2.10. For each $p \in \beta R$, the map $\lambda_{p}: \beta R \rightarrow \beta R$ defined by $\lambda_{p}: q \mapsto p \bullet q$ is continuous.

Proof. We will use the Lemma 2.5. Fix $p, q \in \beta R$ and let $\bar{A}$ be a clopen neighborhood of $\lambda_{p}(q)$. We need to show that $\left\{r: \lambda_{p}(r) \in \bar{A}\right\}$ contains $\bar{B}$ for some $B \in q$. We observe that $\lambda_{p}(r) \in \bar{A} \Longleftrightarrow A \in p \bullet r \Longleftrightarrow\left\{n: A \bullet n^{-1} \in p\right\} \in r$. Thus making $B=\left\{n: A \bullet n^{-1} \in p\right\}$ we get that indeed $\left\{r: \lambda_{p}(r) \in \bar{A}\right\}$ contains $\bar{B}$.

Quite special elements of the semigroup $(\beta R, \bullet)$ are idempotent elements, i.e, ultrafilters $p$ such that $p \bullet p=p$. While the existence of such ultrafilters is not obvious, it can be establish using a theorem by Ellis [Ell58]:

Theorem 2.11 (Ellis Theorem). If $(S, \bullet)$ is a compact Hausdorff left topological semigroup, then $S$ contains an idempotent.

Proof. Consider the family

$$
V:=\left\{\varnothing \neq W \subset S: W \text { is compact }, W \bullet W:=\left\{w_{1} \bullet w_{2}: w_{1}, w_{2} \in W\right\} \subset W\right\}
$$

$V$ is non-empty because $S \in V$. Also the intersection of any nested subfamily of $V$ is still in $V$ (because a nested intersection of compacts in a Hausdorff space is non-empty). Applying Zorn's lemma we find a minimal (for the partial order of inclusion) element $W \in V$.

For each $x \in W$ we have $(x \bullet W) \bullet(x \bullet W) \subset x \bullet W \bullet W \bullet W \subset x \bullet W$, and by left continuity $x \bullet W$ is compact, hence $x \circ W \in V$. Also $x \bullet W \subset W \bullet W \subset W$, so by minimality $x \bullet W=W$.

In particular $x=x \bullet y$ for some $y \in W$. Thus the set $Z:=\{z \in W: x \bullet z=x\}$ is non-empty. By continuity we have that $Z$ is closed (hence compact) and if $y, z \in Z$ then $x \bullet(y \bullet z)=x \bullet z=x$, hence $Z \bullet Z \subset Z$. This implies that $Z \in V$, again by minimality we have that $Z=W$ and in particular $x \in Z$. We conclude that $x \bullet x=x$, and this is our idempotent.

This implies that there are idempotent ultrafilters on $\beta R$.

### 2.2 Notions of largeness for subsets of semigroups

Throughout this section we let $G$ be a countable commutative left cancelative semigroup. This means that there is an associative binary operation on $G$ such that for every $a, b \in G$ we have $a b=b a$ and the map $x \mapsto a x$ is injective. Most of the definitions and results hold in bigger generality (perhaps after properly changing the order of the operations), but even though non-commutative semigroups will make an appearance in this thesis, we will not make use of these notions of largeness in the non-commutative setting.

Given a set $A \subset G$ and an element $x \in G$ we denote by $x A:=\{x a: a \in A\}$ and $x^{-1} A:=\{y \in G: x y \in A\}$. Given two subsets $F, A \subset G$ we employ the notation $F^{-1} A:=$ $\bigcup_{x \in F} x^{-1} F=\{y \in G:(\exists x \in F) x y \in A\}$.

## Upper density

In this subsection we write the operation in $G$ multiplicatively, to draw the analogy with the similar theory for actions of affine semigroups which we will explore later in Chapter 3.

A Følner sequence in a countable commutative semigroup $G$ is a sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$ of finite subsets of $G$ which is asymptotically invariant under the semigroup action, in the sense that

$$
\forall g \in G \quad \lim _{N \rightarrow \infty} \frac{\left|\left(g F_{N}\right) \cap F_{N}\right|}{\left|F_{N}\right|}=1
$$

It is a well known fact that in any countable commutative semigroup there exist Følner sequences [Pat88, Sec (4.22)].

Remark 2.12. For cancelative semigroups, the size $\left|F_{N}\right|$ of the sets in a Følner sequence must grow to infinity as $N \rightarrow \infty$. However, certain non-cancelative semigroups admit only rather trivial Følner sequences. For instance, taking $G$ to be the set of all finite subsets of $\mathbb{N}$ with the operation being the intersection, the (essentially unique) Følner sequence is obtained by letting each $F_{N}=\{\varnothing\}$.

## Example 2.13.

- For the semigroup $G=(\mathbb{N},+)$, any sequence of intervals with increasing length will be a Følner sequence. The most common example is $F_{N}=\{1,2, \ldots, N\}$.
- More generally, in the semigroup $G=\left(\mathbb{N}^{d},+\right)$, for some $d \in \mathbb{N}$, one can take a Følner sequece to be any sequence of cubes, whose side length goes to infinity. In particular, the sequence $F_{N}:=\{1, \ldots, N\}^{d}$ is a Følner sequence.
- In the multiplicative semigroup ( $\mathbb{N}, \cdot$ ), one can use the prime numbers to describe a Følner sequence as follows. Let $p_{1}, p_{2}, \ldots$ be an arbitrary enumeration of (all) the primes and let $F_{N}=\left\{p_{1}^{e_{1}} \cdots p_{N}^{e_{N}}: 0 \leq e_{1}, \ldots, e_{N} \leq N\right\}$. One can easily check from the definition that $\left(F_{N}\right)_{N \in \mathbb{N}}$ is indeed a Følner sequence.
- For a positive integer $N \in \mathbb{N}$ let $R_{N}$ be the product of the first $N$ prime numbers and, using the symbol $x \mid y$ to represent the statement that $x$ divides $y$, define:

$$
F_{N}:=\left\{\frac{a}{b}: a, b \in \mathbb{N}, R_{N}^{N+1}|b, b| R_{N}^{2 N}, 1 \leq a \leq R_{N}^{4 N}, \operatorname{gcd}(a, b)=1\right\} \subset \mathbb{Q}
$$

The sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$ is a Følner sequence in the groups $(\mathbb{Q},+)$ and $\left(\mathbb{Q}^{>0}, \cdot\right)$ simultaneously.

Given a Følner sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$ in a semigroup, one can define the upper density with respect to $\left(F_{N}\right)_{N \in \mathbb{N}}$ via the formula

$$
\begin{equation*}
\bar{d}_{\left(F_{N}\right)}(E):=\limsup _{N \rightarrow \infty} \frac{\left|E \cap F_{N}\right|}{\left|F_{N}\right|} \tag{2.3}
\end{equation*}
$$

When the Følner sequence is tacit, we denote $\bar{d}_{\left(F_{N}\right)}(E)$ simply by $\bar{d}(E)$. In particular, in $\mathbb{N}$ or $\mathbb{Z}$, we will denote by $\bar{d}$ the upper density with respect to the Følner sequence $(\{1, \ldots, N\})_{N \in \mathbb{N}}$.

The upper density satisfies the following properties:

Proposition 2.14. Let $G$ be a countable commutative cancelative semigroup, let $\left(F_{N}\right)_{N \in \mathbb{N}}$ be a Følner sequence in $G$ and let $\bar{d}$ be the upper density with respect to $\left(F_{N}\right)_{N \in \mathbb{N}}$. Then for any $A, B \subset G$ and $g \in G$ we have

1. $\bar{d}(G)=1$,
2. $\bar{d}(g A)=\bar{d}\left(g^{-1} A\right)=\bar{d}(A)$,
3. $\bar{d}(A \cup B) \leq \bar{d}(A)+\bar{d}(B)$.

## Syndetic, thick and piecewise syndetic sets

In this subsection we continue to denote the (commutative) operation on the semigroup $G$ multiplicatively.

Definition 2.15. A subset $S$ of a commutative semigroup (written multiplicatively) is syndetic if there exists a finite set $F \subset G$ such that $F^{-1} A=G$.

Example 2.16. The following are syndetic sets in the semigroup ( $\mathbb{N},+$ ):

- Any co-finite subset $S \subset \mathbb{N}$,
- Any infinite progression of the form $a \mathbb{N}+b$,
- The set $\{n \in \mathbb{N}: d(n \alpha, \mathbb{N})<\varepsilon\}$ for any $\alpha, \varepsilon>0$, where $d(x, \mathbb{N})$ denotes the distance between the positive real number $x$ and the lattice of natural numbers.
- The set $\{n \in \mathbb{N}: d(f(n), \mathbb{N})<\varepsilon\}$ for any $\varepsilon>0$ and any polynomial $f \in \mathbb{R}[x]$ with an irrational coefficient (other than the constant term).

One can show that a set $S$ is syndetic if and only if for every Følner sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$ in $G$, the upper density $\bar{d}_{\left(F_{N}\right)}(S)$ is positive.

Definition 2.17. A subset $S$ of a commutative semigroup (written multiplicatively) is thick if for every finite set $F \subset G$ there exists $x \in G$ such that $F x \subset T$.

Example 2.18. The following are thick sets in $(\mathbb{N},+)$ :

- Any co-finite subset $T \subset \mathbb{N}$,
- The set $\{n \in \mathbb{N}:|\hat{\mu}(n)|<\varepsilon\}$ where $\varepsilon>0$ and $\hat{\mu}$ is the Fourier transform of a non-atomic measure $\mu$ on $[0,1]$.

Observe that given any syndetic set $S$ and any thick set $T$, the intersection $S \cap T$ is non-empty. In fact, the notions of thick and syndetic sets are dual, in the sense that a set is thick if and only if it has non-empty intersection with every syndetic sets, and conversely, a set is syndetic if and only if it has non-empty intersection with every thick set. One can show that a set $T \subset G$ is thick if and only if there exists a Følner sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$ in $G$ for which the upper density $\bar{d}_{\left(F_{N}\right)}(T)$ equals 1 .

Definition 2.19. A set $A \subset G$ is a piecewise syndetic set if it is the intersection of a syndetic set and a thick set.

It follows from the observations above that given any piecewise syndetic set $A$ there exists a Følner sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$ in $G$ such that $\bar{d}_{\left(F_{N}\right)}(A)>0$. However, the converse is not true, as the following example shows:

Example 2.20. The set of squarefree numbers (i.e., numbers which are the product of distinct primes) has positive upper density with respect to the Følner sequence $F_{N}=$ $\{1, \ldots, N\}$ but is not piecewise syndetic in $\mathbb{N}$.

For completeness, we provide a proof of this well known fact.
Proof. Denote by $Q$ the set of squarefree numbers. Let $p_{1}, p_{2}, \ldots$ be an enumeration of the prime numbers and observe that

$$
Q=\bigcap_{n=1}^{\infty}\left(\mathbb{N} \backslash p_{n}^{2} \mathbb{N}\right)
$$

For each $N \in \mathbb{N}$, the intersection $Q_{N}:=\bigcap_{n=1}^{N}\left(\mathbb{N} \backslash p_{n}^{2} \mathbb{N}\right)$ is a periodic set (with period $p_{1}^{2} \cdots p_{N}^{2}$ ) and hence its density can be easily computed (invoking the Chinese remainder theorem) to be $\bar{d}\left(Q_{N}\right)=\prod_{n=1}^{N}\left(1-p_{n}^{-2}\right)$. On the other hand, $Q_{N} \backslash Q \subset \bigcup_{n=N+1}^{\infty} p_{n}^{2} \mathbb{N}$, so for each large $M$ we have

$$
\begin{aligned}
\frac{|Q \cap\{1, \ldots, M\}|}{M} & \geq \prod_{n=1}^{N}\left(1-\frac{1}{p_{n}^{2}}\right)-\sum_{n=N+1}^{\infty} \frac{\left|p_{n}^{2} \mathbb{N} \cap\{1, \ldots, M\}\right|}{M} \\
& =\prod_{n=1}^{N}\left(1-\frac{1}{p_{n}^{2}}\right)-\sum_{n=N+1}^{\infty} \frac{1}{p_{n}^{2}}
\end{aligned}
$$

so taking $N \rightarrow \infty$ we conclude that $\bar{d}(Q) \geq 1 / \zeta(2)=6 / \pi^{2}$ (where $\zeta$ denotes the Riemann zeta function). In fact we have $\frac{|Q \cap\{1, \ldots, M\}|}{M} \rightarrow 6 / \pi^{2}$ as $M \rightarrow \infty$. This shows that $Q$ has positive upper density.

Next we show that $Q$ is not piecewise syndetic. Assume, for the sake of a contradiction, that $Q=S \cap T$, where $S$ is syndetic and $T$ is thick. Let $n \in \mathbb{N}$ be such that any interval of length $n$ has non-empty intersection with $S$, let $p_{1}, \ldots, p_{n}$ be distinct primes and let $N=\left(p_{1} \cdots p_{n}\right)^{2}+n$. Since $T$ is thick we can find $a \in \mathbb{N}$ such that $\{a, a+1, \ldots, a+N\} \subset T$. Invoking the Chinese remainder theorem there exists $M \in\{a+1, \ldots, a+N\}$ such that $M \equiv-i \bmod p_{i}^{2}$ for every $i=1, \ldots, n$. Finally, let $x \in\{M+1, \ldots, M+n\}$ be an element
of $S$. Observe that also $x \in\{a, a+1, \ldots, a+N\} \subset T$ and hence $x \in Q$. However, $i:=x-M \in\{1, \ldots, n\}$ and hence $x \equiv M+i \equiv-i+i=0 \bmod p_{i}^{2}$, which implies that $x$ is a multiple of a perfect square. This yields the desired contradiction.

The following natural result states that piecewise syndetic sets are precisely the broken syndetic sets.

Lemma 2.21. Let $G$ be a countable commutative semigroup. $A$ set $A \subset G$ is piecewise syndetic if and only if there exists a syndetic set $S \subset G$ such that for any finite subset $F \subset S$ there exists a shift $m=m(F) \in G$ such that $m(F) \cdot F \subset A$.

A fundamental fact about piecewise syndeticity is that this property can not be destroyed by taking finite partitions (see also Proposition 2.30 below for a stronger statement):

Lemma 2.22 (Brown [Bro68]). Let $G$ be a countable commutative semigroup and let $A \subset G$ be a piecewise syndetic set. Then for any finite partition $A=C_{1} \cup \cdots \cup C_{r}$ there exists $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ which is piecewise syndetic.

Lemma 2.22 implies that any configuration which is present in every piecewise syndetic set can be found monochromatically in any finite coloring of $G$. The following result can be seen as a converse of this fact for shift invariant configurations.

Theorem 2.23. Let $G$ be a countable commutative semigroup and let $\mathcal{P}$ be a collection of finite subsets of $G$. Then the following are equivalent:
(1) For every finite coloring $G=C_{1} \cup \cdots \cup C_{r}$ there exists $C \in\left\{C_{1}, \ldots, C_{r}\right\}, P \in \mathcal{P}$ and $g \in G$ such that $g P \subset C$.
(2) For every $r \in \mathbb{N}$ there exists a finite subset $F \subset G$ such that for any coloring of $F$ with $r$ colors there exists $P \in \mathcal{P}$ and $g \in G$ such that $g P$ is contained in $F$ and is monochromatic.
(3) For every piecewise syndetic set $A$ there exists $P \in \mathcal{P}$ and $g \in G$ such that $g P \subset A$.
(4) For every piecewise syndetic set $A \subset \mathbb{N}$ there exists $P \in \mathcal{P}$ such that the set

$$
\{g \in G: g P \subset A\}
$$

is piecewise syndetic.
Proof. Clearly $(4) \Rightarrow(3)$. In view of Lemma $2.22,(3) \Rightarrow(1)$. We will prove $(1) \Rightarrow(2) \Rightarrow(4)$ and this will finish the proof.

Assume $\mathcal{P}$ satisfies (1) and let $r \in \mathbb{N}$. Suppose, for the sake of a contradiction, that for each finite set $F \subset G$ there exists a coloring $\chi_{F}: F \rightarrow\{1, \ldots, r\}$ without a monochromatic configuration of the form $g P$ with $P \in \mathcal{P}$ and $g \in G$. Extend each the $\chi_{F}$ to a coloring of the whole semigroup $G$ by assigning $\chi_{F}(x)=0$ for all $x \notin F$.

Let $\left(F_{N}\right)_{N \in \mathbb{N}}$ be sequence of finite subsets of $G$ such that $F_{N} \subset F_{N+1}$ and $\bigcup F_{N}=G$. Then take a convergent subsequence of $\left(\chi_{F_{N}}\right)_{N \in \mathbb{N}}$ in the compact metric space $\{0,1, \ldots, r\}^{\mathbb{N}}$ and call the limit $\chi$. Since $F_{N} \subset F_{N+1}$ and $\cup F_{N}=G$, we have that $\chi: \mathbb{N} \rightarrow\{1, \ldots, r\}$ (i.e. it does not map any element $x \in G$ to the "color" 0 ). Using (1) we can now find some $P \in \mathcal{P}$ and $g \in G$ such that $g P$ is monochromatic with respect to $\chi$. Let $N \in \mathbb{N}$ be such that $\chi_{F_{N}}$ and $\chi$ agree on the set $g P$. We conclude that $g P$ is monochromatic for the coloring $\chi_{F_{N}}$, which is a contradiction, and hence (2) holds.

Next we prove the implication $(2) \Rightarrow(4)$. Assume that (2) holds and let $A$ be an arbitrary piecewise syndetic set. Let $S$ and $T$ be a syndetic and a thick set, respectively, such that $A=S \cap T$. Let $H \subset G$ be a finite set such that $H^{-1} S=G$ and let $\chi: G \rightarrow H$ be a coloring such that $\chi(x) x \in S$ for every $x \in G$. Let $F \subset G$ be provided by (2), let $\tilde{T}:=\{x \in \mathbb{N}: x F H \subset T\}$ and observe that $\tilde{T}$ is a thick set, and hence a piecewise syndetic set. Let $\tilde{\chi}: G \rightarrow H^{F}$ be the coloring defined by $\tilde{\chi}(x)=(\chi(x y))_{y \in F}$. In view of Lemma 2.22 there exists a piecewise syndetic set $B \subset \tilde{T}$ such that $\left.\tilde{\chi}\right|_{B}$ is constant.

Now, let $\chi^{\prime}: F \rightarrow H$ be the coloring defined by $\chi^{\prime}(x)=\chi(x b)$ for some (hence all) $b \in B$. From the construction of $F$ (i.e. using (2)) we conclude that there exists $g \in G$ and some configuration $P \in \mathcal{P}$ such that $\left.\chi^{\prime}\right|_{g P}$ is constant. Let $h \in H$ be the value of $\chi^{\prime}(g P)$. It follows that $\chi(g P B)=h$ and hence $h g P B \subset S$. On the other hand, $B \subset \tilde{T}, g P \subset F$ and $h \in H$, so $h g P B=B g P h \subset T$. We conclude that $(B h g) P \subset A$, finishing the proof.

## IP-sets

In this subsection it will be convenient to denote the operation on the commutative semigroup $G$ additively.

Given a subset $A$ of $G$, we denote by $F S(A)$ the set of finite sums of $A$ defined as

$$
\begin{equation*}
F S(A):=\left\{\sum_{i \in I} i: \varnothing \neq I \subset A\right\} \tag{2.4}
\end{equation*}
$$

A set which contains the finite sums of a set of cardinality $m$ is called an $I P_{m}$-set. A set which is $\mathrm{IP}_{m}$ for every $m \in \mathbb{N}$ is called an $I P_{0}$-set:

Definition 2.24. A set $A \subset G$ is an $I P_{0}$-set if

$$
\forall m \in \mathbb{N} \quad \exists F \subset G \quad|F|=m \quad F S(F)=\left\{\sum_{i \in I} i: \varnothing \neq I \subset F\right\} \subset A
$$

There is an infinite version of $\mathrm{IP}_{0}$-sets, called IP-sets. Given an infinite set $X$, we denote by $\mathcal{F}(X)$ the family of all finite non-empty subsets of $X$, i.e., $\mathcal{F}(X):=\{\alpha \subset X$ : $0<|\alpha|<\infty\}$. We denote simply by $\mathcal{F}$ the family $\mathcal{F}(\mathbb{N})$ of all non-empty finite subsets of $\mathbb{N}$. Let $G$ be a countable commutative semigroup and let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be an injective sequence in $G$. For each $\alpha \in \mathcal{F}$ define $x_{\alpha}=\sum_{n \in \alpha} x_{n}$. The IP-set generated by $\left(x_{n}\right)_{n \in \mathbb{N}}$ is the set $F S\left(x_{n}\right)=\left\{x_{\alpha}: \alpha \in \mathcal{F}\right\}$. Clearly $x_{\alpha \cup \beta}=x_{\alpha}+x_{\beta}$ for any disjoint $\alpha, \beta \in \mathcal{F}$. Moreover, if $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ is any 'sequence' indexed by $\mathcal{F}$ such that $x_{\alpha \cup \beta}=x_{\alpha}+x_{\beta}$ for any disjoint $\alpha, \beta \in \mathcal{F}$, then the set $\left\{y_{\alpha}: \alpha \in \mathcal{F}\right\}$ is an IP-set (generated by $\left.\left(y_{\{n\}}\right)_{n \in \mathbb{N}}\right)$ ). For this reason we will denote IP-sets by $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$, with the understanding that they are generated by the singletons $y_{n}, n \in \mathbb{N}$. Therefore it is convenient to think of IP-sets as both the map $\mathcal{F} \rightarrow G$ and the image of that map. Observe that (the image of) any IP-set $\left\{x_{\alpha}: \alpha \in \mathcal{F}\right\}$ is an $\mathrm{IP}_{0}$-set; but not every $\mathrm{IP}_{0}$-set contains (the image of) an IP-set.

An example of an IP-set is the set $A$ of all numbers which, when written in base 10 , only use the digits 0 and 1 . Indeed $A=F S\left(\left\{10^{n}: n \geq 0\right\}\right)$.

Proposition 2.25. Every thick set contains (the image of) an IP-set.

Proof. Let $G$ be a countable commutative semigroup and let $T \subset G$ be a thick set. We will construct a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ recursively as follows. Let $x_{1} \in T$ be arbitrary. For
each $n \geq 1$ assume we already constructed $x_{1}, \ldots, x_{n}$ and let $x_{n+1} \in T$ be such that $x_{n+1}+$ $F S\left(\left\{x_{1}, \ldots, x_{n}\right\}\right) \subset T$ (the existence of such $x_{n+1}$ follows directly from the Definition 2.17).

It is clear that $F S\left(\left(x_{i}\right)_{i=1}^{n}\right) \subset T$ for every $n \in \mathbb{N}$, and hence $x_{\alpha} \in T$ for every $\alpha \in \mathcal{F}$.
Definition 2.26. Let $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}},\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ be IP-sets in a countable commutative semigroup $G$.

1. For $\alpha, \beta \in \mathcal{F}$ we write $\alpha<\beta$ as a shortcut to $\max _{i \in \alpha} i<\min _{j \in \beta} j$.
2. We say that $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$ is a sub-IP-set of $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ if there exist $\alpha_{1}<\alpha_{2}<\cdots$ in $\mathcal{F}$ such that $x_{n}=y_{\alpha_{n}}$ for all $n \in \mathbb{N}$.

A remarkable property of IP-sets is that they are partition regular in the following sense:
Theorem 2.27 (Hindman's theorem, [Hin74]). Let $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$ be an IP-set in a countable commutative semigroup $G$ and let $G=C_{1} \cup \cdots \cup C_{r}$ be an arbitrary finite coloring. Then there exists a color $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ and a sub-IP-set $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ of $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$ such that $y_{\alpha} \in C$ for every $\alpha \in \mathcal{F}$.

One way to prove Hindman's theorem is by showing that given any countable commutative semigroup $(G,+)$ and any idempotent ultrafilter $p=p+p \in \beta G$, each member $A \in p$ contains an IP-set. Conversely, given any IP-set $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $G$, there exists an idempotent ultrafilter $p \in \beta G$ such that $\left\{x_{\alpha}: \alpha \in \mathcal{F}\right\} \in p$. In fact we have

Proposition 2.28 (cf. [Ber10, Theorem 2.6]). Let $G$ be a countable commutative semigroup and let $p \in \beta G$ be an ultrafilter. Then $p$ belongs to the closure (in $\beta G$ ) of the set of idempotent ultrafilters if and only if each $A \in p$ contains an IP-set.

A ring $R$ has two semigroup structures (addition and multiplication) on the same underlying set. The following result establishes a relation between notions of largeness with respect to both structures.

Theorem 2.29 (cf. [BH94, Theorem 3.5]). Let $(R,+, \cdot)$ be a (commutative) integral domain and let $A \subset(R \backslash\{0\}, \cdot)$ be a (multiplicative) piecewise syndetic set. Then $A$ is an (additive) $I P_{0}$-set in $(R,+)$.

Proof. For every $m \in \mathbb{N}$ consider the following collection of finite subsets of $R$ :

$$
\mathcal{P}_{m}:=\{F S(F): F \subset G,|F|=m\} .
$$

Observe that whenever $P \in \mathcal{P}_{m}$ and $r \in R \backslash\{0\}$, also the set $r P \in \mathcal{P}_{m}$. In view of Hindman's theorem, the collection $\mathcal{P}_{m}$ satisfies the first property of Theorem 2.23, and hence the third. In particular $A$ contains a configuration $P$ from $\mathcal{P}_{m}$ for every $m \in \mathbb{N}$; which is equivalent to say that $A$ is an (additive) $\mathrm{IP}_{0}$-set.

We remark that not every multiplicatively piecewise syndetic set is an additive IP-set (cf. [BH94, Theorem 3.6]); in this sense Theorem 2.29 is the best possible.

## Central sets

Central sets were introduced by Furstenberg in ( $\mathbb{N},+$ ) in [Fur81], using the language of topological dynamics (cf. Section 2.5 below). A characterization in terms of ultrafilters was discovered later by Bergelson and Hindman (with the help of Weiss) in [BH90], and this spurred the study of central sets.

A right ideal in $\beta G$ is a closed subset $I \subset \beta G$ satisfying $I+\beta G \subset I$ (we maintain the additive notation for the operations in $G$ and in $\beta G$ ). By Zorn's Lemma, there exist minimal (with respect to the inclusion relation) right ideals in $\beta G$. A minimal ultrafilter is an ultrafilter $p \in \beta G$ which belongs to some minimal right ideal. One can show that if $p \in \beta G$ is a minimal ultrafilter and $A \in p$, then $A$ is piecewise syndetic. In fact we have

Proposition 2.30 (see [HS98, Corollary 4.41]). Let $G$ be a countable commutative semigroup and let $p \in \beta G$ be an ultrafilter. Then $p$ belongs to the closure (in $\beta G$ ) of the set of minimal ultrafilters if and only if each $A \in p$ is piecewise syndetic.

This fact, together with Proposition 2.2, provides a proof of Lemma 2.22.
Of special importance among minimal ultrafilters are the minimal idempotent ultrafilters i.e. ultrafilters which are simultaneously minimal and idempotent. In any countable commutative semigroup $G$ there exist minimal idempotent ultrafilters $p \in \beta G$. More generally we have

Proposition 2.31 (cf. [BH94, Lemma 3.3]). Let $G$ be a countable commutative semigroup and let $T \subset G$ be a thick set. Then there exists a minimal idempotent ultrafilter $p \in \beta G$ such that $T \in p$.

Definition 2.32. Let $G$ be a countable commutative semigroup and let $A \subset G$. We say that $A$ is a central set if there exists a minimal idempotent ultrafilter $p \in \beta G$ such that $A \in p$.

Since every countable commutative semigroup has a minimal idempotent, it follows from Remark 2.2 that for every finite partition of a countable commutative semigroup, one of the cells is a central set. Central sets are important in combinatorics because they are both IP-sets and piecewise syndetic sets; the combinatorial richness possessed by central sets is best illustrated by the central sets theorem (see Theorem 2.40 below).

Corollary 2.33. Every thick set is central. Every central set is piecewise syndetic.

Proof. The first assertion follows from Definition 2.32 and Proposition 2.31; and the second from Definition 2.32 and Proposition 2.30.

In the spirit of Proposition 2.28 and Proposition 2.30 we have the following if and only if characterization of minimal idempotent ultrafilters, which follows directly from Definition 2.32:

Proposition 2.34. Let $G$ be a countable commutative semigroup and let $p \in \beta G$ be an ultrafilter. Then $p$ belongs to the closure (in $\beta G$ ) of the set of minimal idempotent ultrafilters if and only if each $A \in p$ is central.

### 2.3 Variations on the theme of van der Waerden's theorem

Van der Waerden's theorem has many different extensions in several directions. In this section we list some which will be useful later on.

## Linear configurations

We start by recalling van der Waerden's theorem (Theorem 1.2 from the introduction):
Theorem 2.35 (van der Waerden's theorem). For any finite coloring $\mathbb{N}=C_{1} \cup \cdots \cup C_{r}$ and any $k \in \mathbb{N}$ there exists $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ and $a, b \in \mathbb{N}$ such that $\{a, a+b, a+2 b, \ldots, a+k b\} \subset$ $C$.

One can interpret van der Waerden's theorem in a geometric way as stating that, given a finite coloring of $\mathbb{N}$, any finite subset of $\mathbb{N}$ has an homothetic ${ }^{1}$ copy which is monochromatic (cf. [Ber96, Theorem 1.3]. There is a multidimensional analogue of van der Waerden's theorem, due to T. Grünwald/Galai, which can be formulated in geometric terms as saying that for any $d \in \mathbb{N}$, given a finite coloring of $\mathbb{N}^{d}$, any finite subset of $\mathbb{N}^{d}$ has an homothetic copy which is monochromatic. More precisely:

Theorem 2.36 (Multidimensional van der Waerden's theorem, cf. [GRS90, Theorem 2.8]). For any $d, k \in \mathbb{N}$ and any finite coloring $\mathbb{N}^{d}=C_{1} \cup \cdots \cup C_{r}$ there exists a color $C \in$ $\left\{C_{1}, \ldots, C_{r}\right\}$ and $a \in \mathbb{N}^{d}, b \in \mathbb{N}$ such that $\left\{a+\left(i_{1} b, \cdots, i_{d} b\right): 0 \leq i_{1}, \ldots, i_{d} \leq k\right\} \subset C$.

The following theorem can be thought of as a set theoretic version of van der Waerden's theorem.

Definition 2.37 (Combinatorial line). Let $A$ be a finite alphabet, let $* \notin A$ be a wild card element and let $n \in \mathbb{N}$. A variable word in $A^{n}$ is an element of the set $(A \cup\{*\})^{n} \backslash A^{n}$. Given a variable word $w$ and $a \in A$, let $w(a) \in A^{n}$ be the word obtained by replacing each instance of $*$ in $w$ with $a$. The combinatorial line generated by a variable word $w$ is the set $\{w(a): a \in A\} \subset A^{n}$.

Theorem 2.38 (Hales-Jewett theorem [HJ63]). For each $k, r \in \mathbb{N}$ there exists $H J(k, r) \in \mathbb{N}$ such that for all $n \geq H J(k, r)$ and any $r$-coloring of $\{1, \ldots, k\}^{n}$, there exists a monochromatic combinatorial line.

[^1]To see how Theorem 2.38 implies Theorem 2.35 , identify each $n \in \mathbb{N}$ with its expansion in base $k+1$ and consider only numbers with exactly $H J(k, r)$ digits. However, Theorem 2.38 is quite more powerful and it implies the following IP-version of van der Waerden's theorem in an arbitrary commutative semigroup (which contains Theorem 2.36 as a special case).

Proposition 2.39 (IP van der Waerden theorem in commutative semigroups). Let ( $G,+$ ) be a countable commutative semigroup, let $j \in \mathbb{N}$, let $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ be an IP-set in $G^{j}$, let $A \subset G$ be piecewise syndetic and let $F$ be a finite set of semigroup homomorphisms ${ }^{2}$ from $G^{j}$ to $G$. Then there exists $\alpha \in \mathcal{F}$ and $x \in G$ such that $x+f\left(y_{\alpha}\right) \in A$ for each $f \in F$.

Proof. In view of Theorem 2.23 it suffices to show that for any finite coloring of $G$ there exist $\alpha \in \mathcal{F}$ and $x \in G$ such that $\left\{x+f\left(y_{\alpha}\right): f \in F\right\}$ is monochromatic.

To show this, let $r$ be the number of colors, let $n=H J(|F|, r)$ be the number given by Theorem 2.38 and color each $\left(f_{1}, \ldots, f_{n}\right) \in F^{n}$ with the color of $f_{1}\left(y_{1}\right)+\cdots+f_{n}\left(y_{n}\right) \in G$ (where $y_{1}, \ldots, y_{n}$ are the first generators of the given IP-set $\left.\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}\right)$. Apply Theorem 2.38 to find a variable word $w \in(F \cup\{*\})^{n}$ whose corresponding combinatorial line is monochromatic. Let $B=\left\{i \in\{1, \ldots, n\}: w_{i} \in F\right\}$, let $\alpha=\{1, \ldots, n\} \backslash B$ be the positions of the wild card $*$ in $w$ and let

$$
x=\sum_{i \in B} w_{i}\left(y_{i}\right) .
$$

For any $f \in F$ we have that $w(f) \in F^{n}$ has the same color as

$$
\sum_{i \in B} w_{i}\left(y_{i}\right)+\sum_{i \in \alpha} f\left(y_{i}\right)=x+f\left(\sum_{i \in \alpha} y_{i}\right)=x+f\left(y_{\alpha}\right)
$$

and hence the set $\left\{x+f\left(x_{\alpha}\right): f \in F\right\}$ is indeed monochromatic, which finishes the proof.
Proposition 2.39 has an infinitary extension for central sets.

Theorem 2.40 (Central sets theorem). Let $G$ be a countable commutative semigroup, let $j \in \mathbb{N}$, let $A \subset G$ be a central set and let $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ be an IP-set in $G^{j}$. Then there exists an

[^2]IP-set $\left(x_{\beta}\right)_{\beta \in \mathcal{F}}$ in $G$ and a sub-IP-set $\left(z_{\beta}\right)_{\beta \in \mathcal{F}}$ of $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ such that

$$
\begin{equation*}
\forall i \in\{1, \ldots, j\} \quad \forall \beta \in \mathcal{F} \quad x_{\beta}+\pi_{i}\left(z_{\beta}\right) \in A \tag{2.5}
\end{equation*}
$$

where $\pi_{i}: G^{j} \rightarrow G$ is the projection onto the $i$-th coordinate.
This theorem was obtained by Furstenberg for the case $G=\mathbb{N}$ in [Fur81]. In [BH90], Theorem 2.40 was proved for certain classes of countable commutative semigroups, and an alternative, dynamical characterization of central sets for arbitrary countable commutative semigroups was establish, which hinted at the full generality of Theorem 2.40. Theorem 2.40 was obtained as stated in [HMS96].

We remark that Theorem 2.40 has an important distinction from the other theorems in this subsection; namely that it does not have a density version. In other words, one can not replace "central set" with "set with positive upper density". Indeed, for $j=1$, (2.5) says that $A$ contains the IP-set $\left(x_{\beta}+z_{\beta}\right)_{\beta \in \mathcal{F}}$, and the set of odd numbers $2 \mathbb{Z}-1 \subset(\mathbb{Z},+)$ which has positive density (and is in fact syndetic) can not contain an IP-set (or even a Schur triple $\{x, y, x+y\})$.

For contrast, we now formulate a density version of van der Waerden's theorem, established by Szemerédi in [Sze75].

Theorem 2.41 (Szemerédi's theorem). Let $A \subset \mathbb{N}$ be such that $\bar{d}(A)>0$. Then $A$ contains arbitrarily long arithmetic progressions.

## Polynomial theorems

We recall from the introduction the polynomial extension of van der Waerden's theorem due to Bergelson and Leibman [BL96].

Theorem 1.3. Let $F \subset \mathbb{Z}[x]$ be a finite set of polynomials such that $p(0)=0$ for all $p \in F$. For any finite coloring $\mathbb{N}=C_{1} \cup \cdots \cup C_{r}$ and any $k \in \mathbb{N}$ there exists a color $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ and $a, b \in \mathbb{N}$ such that $\{a+f(b): f \in F\} \subset C$.

Bergelson and Leibman later obtained a common extension of Theorems 2.38 and 1.3, namely a polynomial extension of the Hales-Jewett theorem. We do not state this theorem
here because it would require some setup and we do not directly use it. However, we will need a consequence of the polynomial Hales-Jewett theorem in the spirit of Proposition 2.39.

Definition 2.42. Given a map $f: H \rightarrow G$ between countable commutative groups we say that $f$ is a polynomial map of degree 0 if it is constant. We say that $f$ is a polynomial map of degree $d, d \in \mathbb{N}$, if it is not a polynomial map of degree $d-1$ and for every $h \in H$, the map $x \mapsto f(x+h)-f(x)$ is a polynomial of degree $\leq d-1$. Finally we denote by $\mathbb{P}(H, G)$ the set of all polynomial maps $f: H \rightarrow G$ with $f\left(0_{H}\right)=0_{G}$.

Theorem 2.43 (IP polynomial van der Waerden theorem for abelian groups, cf. [BL99, Corolary 8.8]). Let $G, H$ be countable abelian groups and let $F \subset \mathbb{P}(H, G)$ be a finite subset. Then for every finite partition $G=C_{1} \cup \cdots \cup C_{r}$ and every IP set $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $H$ there exists $C \in\left\{C_{1}, \ldots, C_{r}\right\}, a \in C$ and $\alpha \in \mathcal{F}$ such that $a+f\left(y_{\alpha}\right) \in C$ for every $f \in F$.

In particular, we record the simpler polynomial van der Waerden theorem for abelian groups, which does not require IP-sets to state.

Corollary 2.44. Let $G, H$ be countable abelian groups and let $F \subset \mathbb{P}(H, G)$ be a finite subset. Then for every finite partition $G=C_{1} \cup \cdots \cup C_{r}$ there exists $C \in\left\{C_{1}, \ldots, C_{r}\right\}$, $a \in C$ and $b \in H \backslash\{0\}$ such that $a+f(b) \in C$ for every $f \in F$.

Combining Theorem 2.43 with Theorem 2.23 we obtain:

Corollary 2.45. Let $j \in \mathbb{N}$, let $G$ be a countable abelian group and let $F$ be a finite family of polynomial maps from $G^{j}$ to $G$ such that $f(\mathbf{0})=0$ for each $f \in F$. Then for every piecewise syndetic (in particular, central) set $A \subset G$ and every IP set $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $G^{j}$ there exists $a \in A$ and $\alpha \in \mathcal{F}$ such that $a+f\left(y_{\alpha}\right) \in A$ for every $f \in F$.

### 2.4 Ergodic theory

In 1977, Furstenberg gave a second proof of Szemerédi's theorem (Theorem 2.41), using ergodic theory [Fur77; FKO79]. The ergodic theoretic proof has the advantage of being highly
versatile and has in fact been used to establish several extensions of Szemerédi's theorem (including suitable density versions of Theorem 2.36, Theorem 2.43 and Theorem 2.38).

The general idea is to observe that $\{a, a+d, \cdots, a+k d\} \subset E$ if and only if $a \in$ $E \cap(E-d) \cap \cdots \cap(E-k d)$, and then show that if $E$ has positive density then in fact

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \bar{d}(E \cap(E-n) \cap \cdots \cap(E-k n))>0 . \tag{2.6}
\end{equation*}
$$

One can then choose some $n$ for which the upper density of the intersection in (2.6) is positive, which implies that the intersection is non-empty and hence implies that $E$ contains (several) arithmetic progressions of length $k+1$.

In order to establish (2.6), Furstenberg devised a correspondence principle which allows one to derive (2.6) from a statement in ergodic theory - the multiple recurrence theorem. Before we state both the correspondence principle and the multiple recurrence theorem we will need some notation and terminology.

Let $(X, \mathcal{B}, \mu)$ be a probability space (this means that $\mathcal{B}$ is a $\sigma$-algebra on $X$ and $\mu: \mathcal{B} \rightarrow$ $[0,1]$ is a probability (countably additive) measure). A measurable map $T: X \rightarrow X$ is called a measure preserving transformation if for every $B \in \mathcal{B}$ one has $\mu\left(T^{-1} B\right)=\mu(B)$, where as usual $T^{-1} B:=\{x \in X: T x \in B\}$. A quadruple $(X, \mathcal{B}, \mu, T)$, where $(X, \mathcal{B}, \mu)$ is a probability space and $T: X \rightarrow X$ is a measure preserving transformation, is called a measure preserving system. More generally, given a semigroup $G$ and an action $\left(T_{g}\right)_{g \in G}$ of $G$ on a probability space $(X, \mathcal{B}, \mu)$ (this means that for each $g \in G$ there is a map $T_{g}: X \rightarrow X$ and for any $g, h \in G$ we have $T_{g h}=T_{g} T_{h}$ ) by measure preserving transformations, the quadruple $\left(X, \mathcal{B}, \mu,\left(T_{g}\right)_{g \in G}\right)$ is also called a measure preserving system, or a measure preserving $G$ system.

Theorem 2.46 (Furstenberg's correspondence principle). For any set $E \subset \mathbb{N}$ there exists a measure preserving system $(X, \mathcal{B}, \mu, T)$ and a set $A \in \mathcal{B}$ with $\mu(A)=\bar{d}(E)$ such that for any $n_{1}, \ldots, n_{k} \in \mathbb{N}$

$$
\bar{d}\left(E \cap\left(E-n_{1}\right) \cap \cdots \cap\left(E-n_{k}\right)\right) \geq \mu\left(A \cap T^{-n_{1}} A \cap \cdots \cap T^{-n_{k}} A\right)
$$

Theorem 2.46 was implicitly obtained in [Fur77] and [FKO79] and can be found explicitly in [Ber96, Theorem 1.8]. Several versions of the correspondence principle have since been obtained and applied to different situations (in fact we will need a new version, presented in Section 3.5). In view of Theorem 2.46 and the observations in the beginning of this section, Szemerédi's theorem follows from the following multiple recurrence theorem.

Theorem 2.47 (Furstenberg's multiple recurrence theorem, [Fur77, Theorem 11.13]). Let $(X, \mathcal{B}, \mu, T)$ be a measure preserving system and let $A \in \mathcal{B}$ be such that $\mu(A)>0$. Then for every $k \in \mathbb{N}$

$$
\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \mu\left(A \cap T^{-n} A \cap \cdots \cap T^{-k n} A\right)>0
$$

Theorem 2.47 is a far reaching extension of a classical recurrence theorem due to Poincaré:

Theorem 2.48 (Poincaré's recurrence theorem). Let $(X, \mathcal{B}, \mu, T)$ be a measure preserving system and let $A \in \mathcal{B}$ be such that $\mu(A)>0$. Then there exists $n \in \mathbb{N}$ such that $\mu(A \cap$ $\left.T^{-n} A\right)>0$.

Theorem 2.48 was in turn considerably strengthened by Khintchine:

Theorem 2.49 (Khintchine's recurrence theorem, [Khi34]). Let $(X, \mathcal{B}, \mu, T)$ be a measure preserving system and let $A \in \mathcal{B}$. For every $\varepsilon>0$, the set

$$
\begin{equation*}
\left\{n \in \mathbb{N}: \mu\left(A \cap T^{-n} A\right)>\mu^{2}(A)-\varepsilon\right\} \tag{2.7}
\end{equation*}
$$

is syndetic.

Observe that the quantity $\mu(A)^{2}$ is optimal, as seen by taking $(X, \mathcal{B}, \mu)$ to be the unit interval $[0,1)$ with the Borel $\sigma$-algebra and the Lebesgue measure, $T:[0,1] \rightarrow[0,1)$ to be the measure preserving map $T: x \mapsto 2 x \bmod 1$ and $A=[0,1 / 2)$. Khintchine's theorem implies, via Furstenberg's correspondence principle, that for any $E \subset \mathbb{N}$ with positive upper density and any $\varepsilon>0$, the set

$$
\left\{n \in \mathbb{N}: \bar{d}(E \cap(E-n))>(\bar{d}(E))^{2}-\varepsilon\right\}
$$

is syndetic. One can easily derive Theorem 2.49 from von Neumann's mean ergodic theorem, which we now state in a general setting; see for instance Theorem 5.5 in [Ber06] for a proof of this version.

Theorem 2.50. Let $G$ be a countable abelian group and let $\left(F_{N}\right)$ be a Følner sequence in $G$. Let $H$ be a Hilbert space and let $\left(U_{g}\right)_{g \in G}$ be a unitary representation of $G$ on $H$. Let $P$ be the orthogonal projection onto the subspace of vectors fixed under $G$. Then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{g \in F_{N}} U_{g} f=P f \quad \forall f \in H \tag{2.8}
\end{equation*}
$$

in the strong topology of $H$.
We now briefly explain how Theorem 2.50 implies Theorem 2.49 (see also the proof of Theorem 5.11 below from a mean ergodic theorem, Theorem 5.4). Observe that, given a measure preserving system $(X, \mathcal{B}, \mu, T)$ the Koopman operator $U: L^{2}(X) \rightarrow L^{2}(X)$, obtained by composing a given function with $T$, is unitary (because $T$ is measure preserving). Then it follows from (2.8) that for any $A \in \mathcal{B}$ and any Følner sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$ we have

$$
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{n \in F_{N}} \mu\left(A \cap T^{-n} A\right)=\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{n \in F_{N}}\left\langle 1_{A}, U^{n} 1_{A}\right\rangle=\left\langle 1_{A}, P 1_{A}\right\rangle
$$

where $1_{A}$ is the indicator function of $A$ and $P: L^{2}(X) \rightarrow L^{2}(X)$ is an orthogonal projection. Finally, since $P 1=1$ (where, by a slight abuse of notation, we are denoting by 1 the constant function equal to 1), an application of the Cauchy-Schwartz inequality implies that $\left\langle 1_{A}, P 1_{A}\right\rangle=\left\langle P 1_{A}, P 1_{A}\right\rangle \geq\left\langle P 1_{A}, 1\right\rangle^{2}=\left\langle 1_{A}, 1\right\rangle^{2}=\mu(A)^{2}$ and hence it follows that the set (2.7) has positive upper density with respect to any Følner sequence, which implies that it is syndetic (cf. Section 2.2).

The correspondence principle and the recurrence theorems above hold in much more general settings.

Definition 2.51. Let $G$ be a semigroup. A set $R \subset G$ is a set of recurrence if for all probability preserving actions $\left(\Omega, \mu,\left(T_{g}\right)_{g \in G}\right)$ and every measurable set $B \subset \Omega$ with positive measure, there exists some non-identity $g \in R$ such that $\mu\left(B \cap T_{g}^{-1} B\right)>0$.

The significance of sets of recurrence is revealed by the correspondence principle: they are precisely the sets which have non-empty intersection with every set of the form $A-A$, where $\bar{d}(A)>0$. For instance one can show that the set $\left\{n^{2}: n \in \mathbb{N}\right\}$ of perfect squares is a set of recurrence in $\mathbb{N}$ (this fact was first established by Furstenberg in [Fur77, Proposition 1.3]). As a consequence one derives a result of Sárközy [Sár78], stating that given any set $A \subset \mathbb{N}$ with positive upper density $\bar{d}(A)>0$, there exists $a \in A$ and $n \in \mathbb{N}$ such that $a+n^{2} \in A$.

The following lemma is well known; we include the proof for the convenience of the reader.

Lemma 2.52. Let $G$ be a semigroup and let $R \subset G$ be a set of recurrence. Then for every finite partition $R=R_{1} \cup \cdots \cup R_{r}$, one of the sets $R_{i}$ is also a set of recurrence.

Proof. The proof goes by contradiction. Assume that none of the sets $R_{1}, \ldots, R_{r}$ is a set of recurrence. Then for each $i=1, \ldots, r$ there is some probability preserving action $\left(\Omega_{i}, \mu_{i},\left(T_{g}\right)_{g \in G}^{(i)}\right)$ and a set $B_{i} \subset \Omega_{i}$ with $\mu_{i}\left(B_{i}\right)>0$ and such that $\mu_{i}\left(B_{i} \cap\left(T_{g}^{(i)}\right)^{-1} B_{i}\right)=0$ for all $g \in R_{i}$.

Let $\Omega=\Omega_{1} \times \cdots \times \Omega_{r}$, let $\mu=\mu_{1} \otimes \cdots \otimes \mu_{r}$, let $B=B_{1} \times \cdots \times B_{r}$ and, for each $g \in G$, let $T_{g}\left(\omega_{1}, \ldots, \omega_{r}\right)=\left(T_{g}^{(1)} \omega_{1}, \ldots, T_{g}^{(r)} \omega_{r}\right)$. Then $\left(T_{g}\right)_{g \in G}$ is a probability preserving action of $G$ on $\Omega$ and $\mu(B)=\mu_{1}\left(B_{1}\right) \cdots \mu_{r}\left(B_{r}\right)>0$.

Since $R$ is a set of recurrence, there exists some $g \in R$ such that $\mu\left(B \cap T_{g}^{-1} B\right)>0$. Since $\mu\left(B \cap T_{g}^{-1} B\right)=\prod_{i=1}^{r} \mu_{i}\left(B_{i} \cap\left(T_{g}^{(i)}\right)^{-1} B_{i}\right)$ we conclude that $\mu_{i}\left(B_{i} \cap\left(T_{g}^{(i)}\right)^{-1} B_{i}\right)>0$ for all $i=1, \ldots, r$. But this implies that $g \notin R_{i}$ for all $i=1, \ldots, r$, which contradicts the fact that $g \in R=R_{1} \cup \cdots \cup R_{r}$.

One of the main tools in establishing (multiple) recurrence results in ergodic theory is a version of van der Corput's trick on uniform distribution. We record here the version which we will need later on. For a proof see, for instance, Lemma 2.9 in [BLM05]. For a detailed discussion of many forms of the van der Corput trick, see the recent survey [BM16c].

Proposition 2.53. Let $H$ be an Hilbert space, let $G$ be a commutative semigroup (written multiplicatively), let $\left(F_{N}\right)_{N \in \mathbb{N}}$ be a Følner sequence in $G$ and let $\left(a_{u}\right)_{u \in G}$ be a bounded sequence in $H$ indexed by $G$. If for all $b$ in a co-finite subset of $G$ we have

$$
\limsup _{N \rightarrow \infty}\left|\frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}}\left\langle a_{b u}, a_{u}\right\rangle\right|=0
$$

then also

$$
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} a_{u}=0
$$

### 2.5 Topological dynamics

Let $G$ be a semigroup. A $G$-topological dynamical system is a pair $\left(X,\left(T_{g}\right)_{g \in G}\right)$ where $X$ is a compact Hausdorff space and $\left(T_{g}\right)_{g \in G}$ is an action of $G$ on $X$ by continuous functions. A system $\left(X,\left(T_{g}\right)_{g \in G}\right)$ is minimal if $X$ contains no proper non-empty closed invariant subsets. A point $x \in X$ is a minimal point if its orbit closure $Y:=\overline{\left\{T_{g} x: g \in G\right\}}$ is a minimal subsystem of $X$ (i.e., if $\left(Y,\left(\left.T_{g}\right|_{Y}\right)_{g \in G}\right)$ is a minimal system).

We record for future reference in the following proposition the fact that any topological dynamical system contains a minimal subsystem. The proof, which we omit, consists of standard application of Zorn's lemma (see for instance [Aus88, Proposition 1.3] or [Gla03, Exercise 1.1.3]).

Proposition 2.54. Let $X$ be a compact Hausdorff space, let $G$ be a countable semigroup and let $\left(T_{g}\right)_{g \in G}$ be an action of $G$ on $X$ such that each map $T_{g}: X \rightarrow X$ is continuous. Then there exists a non-empty closed subset $Y \subset X$ such that $T_{g}(Y) \subset Y$ for every $g \in G$ and such that the system $\left(Y,\left(T_{g}\right)_{g \in G}\right)$ is minimal.

An important example of dynamical systems are systems of isometries, i.e., when $X$ is a metric space and each map $T_{g}: X \rightarrow X$ preserves the distance. In this case we have the following:

Lemma 2.55. Let $(G,+)$ be a countable commutative semigroup and let $(X, d)$ be a metric space and let $\left(X,\left(T_{g}\right)_{g \in G}\right)$ be a topological dynamical system where $d\left(T_{g} x, T_{g} y\right)=d(x, y)$ for every $g \in G$ and $x, y \in X$.

Then for any $x \in X, \varepsilon>0$ and any $I P_{0}$-set $A \subset G$, there exists $g \in A$ such that $d\left(T_{g} x, x\right)<\varepsilon$.

Proof. Let $Y=\overline{\left\{T_{g} x: g \in G\right\}}$ and, for each $g \in G$, let $B_{g}:=\left\{y \in Y: d\left(T^{g} x, y\right)<\varepsilon / 2\right\}$. Clearly $Y=\bigcup_{g \in G} B_{g}$. Hence, by compactness, there exists some finite set $F \subset G$ such that the union $\bigcup_{g \in F} B_{g}$ contains all of $Y$.

Since $A$ is an $\mathrm{IP}_{0}$-set, there exists a set $Z \subset G$ with cardinality $|Z|=|F|+1$ and such that $F S(Z) \subset A$. List the elements $Z=\left\{z_{1}, \ldots, z_{r}\right\}$, let $z_{i}^{\prime}=z_{1}+\ldots+z_{i}$ for each $i=1, \ldots, r$ and note that $z_{i}^{\prime}-z_{j}^{\prime} \in A$ for each $i>j$. By the pigeonhole principle, there are $1 \leq i<j \leq r$ such that $T_{z_{i}^{\prime}} x$ and $T_{z_{j}^{\prime}} x$ are in the same ball $B_{g}$ for some $g \in F$. Thus $d\left(T_{z_{i}^{\prime}} x-T_{z_{j}^{\prime}} x \|<\varepsilon\right.$ and since the action $\left(T_{g}\right)_{g \in G}$ preserves the metric we conclude that $d\left(T_{z_{i}^{\prime}-z_{j}^{\prime}} x, x\right)<\varepsilon$.

## CHAPTER 3

## AFFINE SEMIGROUPS

In this chapter we study affine semigroups of certain rings, which we call LID, and their natural actions on the corresponding rings. The definitions and results presented in this chapter were originally obtained in [BM16a] and [BM16b] and will be used in Chapters 5 and 6.

### 3.1 Large Ideal Domains and the affine semigroup

Definition 3.1. A ring $R$ is called a large ideal domain (LID) if it is a countably infinite integral domain and for each $x \in R \backslash\{0\}$, the ideal $x R$ is a finite index additive subgroup of $R$.

Every field is trivially an LID. The following proposition gives some non-trivial examples of LID rings.

Proposition 3.2. The following rings are LID:

1. Any integral domain $R$ whose underlying additive group is finitely generated. In particular, the ring of integers $\mathcal{O}_{K}$ of a number field $K$ satisfies this property.
2. The ring of polynomials $\mathbb{F}[x]$ over a finite field $\mathbb{F}$.

Proof.

1. Since $(R,+)$ is an infinite finitely generated abelian group, it contains torsion-free elements and therefore the identity $1_{R}$ of $R$ has infinite order in $(R,+)$. If some
element $x \in R$ had torsion, say $n x=0$ for some $n \in \mathbb{N}$, then $\left(n 1_{R}\right) x=0$, contradicting the absence of 0 divisors. Using the classification of finitely generated abelian groups we can now represent $(R,+)$ as $\mathbb{Z}^{d}$ for some $d \in \mathbb{N}$.

For any non-zero $x \in R$, the map $\phi: y \mapsto x y$ is an injective endomorphism of $(R,+)$ (injectivity follows from the absence of divisors of 0 ) whose image $\phi(R)$ is the ideal $x R$. We claim that the image of any injective homomorphism $\phi: \mathbb{Z}^{d} \rightarrow \mathbb{Z}^{d}$ has a finite index in $\mathbb{Z}^{d}$, which will finish the proof.

Indeed, representing $\phi$ as a matrix, injectivity implies that the determinant of $\phi$ is non-zero. Therefore it has an inverse $\phi^{-1}$ with entries in $\mathbb{Q}$. Multiplying $\phi^{-1}$ by the least common multiple $n$ of its entries we obtain a matrix $n \phi^{-1}$ with coefficients in $\mathbb{Z}$. Therefore $n \mathbb{Z}^{d}=\left(n \phi^{-1}\right) \phi\left(\mathbb{Z}^{d}\right) \subset \phi\left(\mathbb{Z}^{d}\right)$, so $\left[\mathbb{Z}^{d}: \phi\left(\mathbb{Z}^{d}\right)\right] \leq\left[\mathbb{Z}^{d}: n \mathbb{Z}^{d}\right]=n^{d}<\infty$, proving the claim.
2. Let $f \in \mathbb{F}[x]$ have degree $d$. For any $g \in \mathbb{F}[x]$ one can divide $g$ by $f$ and obtain $g=f q+r$ where $\operatorname{deg} r<d$. Therefore $g-r$ belongs to the ideal $f \mathbb{F}[x]$. It follows that the set of polynomials $r$ with degree smaller than $d$ form a complete set of coset representatives for $f \mathbb{F}[x]$. Since $\mathbb{F}$ is finite, there are only finitely many such representatives and hence the index of $f \mathbb{F}[x]$ is finite as desired.

Remark 3.3. There are number fields whose ring of integers is not a principal ideal domain (PID). Hence, part (1) of Proposition 3.2 includes some LID which are not PID. We also observe that not every PID is a LID. Indeed, the ring $\mathbb{Q}[x]$ of all polynomials with rational coefficients is a PID, but the ideal $x \mathbb{Q}[x]$ has infinite index as an additive subgroup of $\mathbb{Q}[x]$, so $\mathbb{Q}[x]$ is not a LID.

Lemma 3.4. Let $R$ be a LID and let $B \subset(R,+)$ be piecewise syndetic. Then for any $a \in R \backslash\{0\}$, the dilation $a B$ is also piecewise syndetic.

Proof. Let $S$ and $T$ be such that $B=S \cap T$ and $S$ is syndetic and $T$ is thick. Let $T^{\prime}=a T \cup(R \backslash a R)$ and let $S^{\prime}=a S$. Then clearly $a B=T^{\prime} \cap S^{\prime}$. We now claim that $T^{\prime}$ is thick and $S^{\prime}$ is syndetic, which will finish the proof.

Let $F \subset R$ be a finite set such that $S-F=R$. Then $S^{\prime}-a F=a R$. Since $R$ is a LID, the ideal $a R$ has finite index in $R$. Let $\tilde{F}$ be a (finite) set of co-set representatives. Then $a R-\tilde{F}=R$ and hence $S^{\prime}-(a F+\tilde{F})=R$. Taking $F^{\prime}:=a F+\tilde{F}$ we deduce that $S^{\prime}-F^{\prime}=R$ and $S^{\prime}$ is syndetic, as desired.

Next we show that $T^{\prime}$ is thick. Let $F \subset R$ be an arbitrary finite set; we will find $x \in R$ such that $x+F \subset T^{\prime}$. Split $F=F_{1} \cup F_{2}$ where $F_{1}=F \cap a R$ and $F_{2}=F \backslash F_{1}$. If $F$ is disjoint from $a R$ then it is already contained in $T^{\prime}$. Let $F^{\prime}=F_{1} / a$ and let $x^{\prime} \in R$ be such that $x^{\prime}+F^{\prime} \subset T$. Then, taking $x=a x^{\prime}$ we have $x+F=a\left(x^{\prime}+F^{\prime}\right) \cup a x^{\prime}+F_{2}$. Since $x^{\prime}+F^{\prime} \subset T$, the first term $a\left(x^{\prime}+F^{\prime}\right)$ is inside $a T \subset T^{\prime}$. Since $F_{2}$ is disjoint from $a R$, also $a x^{\prime}+F_{2}$ is disjoint from $a R$, and hence contained in $T^{\prime}$. Therefore $x+F \subset T^{\prime}$, as desired.

Observe that Lemma 3.4 does not hold in general rings, not even in every principal ideal domain. Borrowing the example from Remark 3.3 , the ring $\mathbb{Q}[x]$ of polynomials with rational coefficients is a piecewise syndetic set within itself but the ideal $x \mathbb{Q}[x]$ has infinite index as an additive subgroup and hence can not be piecewise syndetic.

Given a ring $R$, we denote by $R^{*}$ the set of its non-zero elements. An affine transformation of $R$ is a map $f: R \rightarrow R$ of the form $f(x)=u x+v$ with $u \in R^{*}, v \in R$. The affine semigroup of $R$ is the semigroup of all affine transformations of $R$ (the semigroup operation being composition of functions) and will be denoted by $\mathcal{A}_{R}$. Observe that $\mathcal{A}_{R}$ is a group if and only if $R$ is a field.

For each $v \in R$, the map $x \mapsto x+v$ will be denoted by $A_{v}$ (add $v$ ) and, for each $u \in R^{*}$, the map $x \mapsto u x$ will be denoted by $M_{u}$ (multiply by $u$ ). Note that the distributive law in $R$ can be expressed as:

$$
\begin{equation*}
M_{u} A_{v}=A_{u v} M_{u} \tag{3.1}
\end{equation*}
$$

The affine transformations $A_{v}$ with $v \in R$ form the additive subgroup of $\mathcal{A}_{R}$, denoted by $S_{A}$. The affine transformations $M_{u}$ with $u \in R^{*}$ form the multiplicative sub-semigroup of $\mathcal{A}_{R}$, denoted by $S_{M}$. Observe that $S_{A}$ is isomorphic to the additive group $(R,+)$ and $S_{M}$ is isomorphic to the multiplicative semigroup $\left(R^{*}, \cdot\right)$.

Note that the map $x \mapsto u x+v$ is the composition $A_{v} M_{u}$. Thus the sub-semigroups $S_{M}$ and $S_{A}$ generate the semigroup $\mathcal{A}_{R}$. When $K$ is a field, $\mathcal{A}_{K}$ is the semidirect product of the (abelian) groups $S_{A}$ and $S_{M}$ and hence is amenable. However, as it was pointed out in Remark 6.2 in [BM16a], the semigroup $\mathcal{A}_{\mathbb{Z}}$ is not amenable. In fact we have:

Proposition 3.5. Let $R$ be a countable integral domain. The affine semigroup $\mathcal{A}_{R}$ is amenable if and only if $R$ is a field.

Proof. As was explained above, if $R$ is a field then $\mathcal{A}_{R}$ is the semidirect product of two abelian groups, and hence is solvable. It is a well known fact that solvable groups are amenable (cf. [Pat88, (0.15) and (0.16)]) so this proves one direction.

Assume now that $\mathcal{A}_{R}$ is amenable. The semigroup $\mathcal{A}_{R}$ acts naturally on $R$ by affine transformations, therefore the amenability of $\mathcal{A}_{R}$ implies the existence of a finitely additive mean $\lambda: \mathcal{P}(R) \rightarrow[0,1]$ defined on all the subsets of $R$ which is invariant under all affine transformations (this means that $\lambda(\{x \in R: g(x) \in E\})=\lambda(E)$ for any $E \subset R$ and $g \in \mathcal{A}_{R}$ ). Given $x \in R^{*}$, we have $1=\lambda(R)=\lambda(x R)$ (because the map $y \mapsto x y$ belongs to $\left.\mathcal{A}_{R}\right)$.

Assume, for the sake of a contradiction, that $R$ is not a field and let $x \in R^{*}$ be a noninvertible element. The ideal $x R$ is not the whole ring and hence there is a shift $x R+a$ which is disjoint from $x R$. The invariance of $\lambda$ implies that $\lambda(x R)=\lambda(x R+a)$, but disjointness implies that $\lambda(x R \cup(x R+a))=\lambda(x R)+\lambda(x R+a)=2 \lambda(x R)$. We now conclude that

$$
1=\lambda(x R)=\frac{1}{2} \lambda(x R \cup(x R+a)) \leq \frac{1}{2} \lambda(R)=\frac{1}{2}
$$

which gives the desired contradiction.

### 3.2 Double Følner sequences

As mentioned in Proposition 3.5, when $K$ is a (countable, discrete) field, its affine group $\mathcal{A}_{K}$ is a (discrete) countable amenable group. This suggests the existence of a sequence of finite sets $\left(F_{N}\right)$ in $K$ asymptotically invariant under the action of $\mathcal{A}_{K}$. Indeed we have the following:

Proposition 3.6. Let $K$ be a countable field. There exists a sequence of non-empty finite sets $\left(F_{N}\right)$ in $K$ which forms a Følner sequence for the actions of both the additive group $(K,+)$ and the multiplicative group $\left(K^{*}, \times\right)$. In other words, for each $u \in K^{*}$ we have:

$$
\lim _{N \rightarrow \infty} \frac{\left|F_{N} \cap\left(F_{N}+u\right)\right|}{\left|F_{N}\right|}=\lim _{N \rightarrow \infty} \frac{\left|F_{N} \cap\left(u F_{N}\right)\right|}{\left|F_{N}\right|}=1
$$

We call such a sequence $\left(F_{N}\right)$ a double Følner sequence.

Proof. Let $\left(G_{N}\right)_{N \in \mathbb{N}}$ be a (left) Følner sequence in $\mathcal{A}_{K}$. This means that $G_{N}$ is a non-empty finite subset of $\mathcal{A}_{K}$ for each $N \in \mathbb{N}$, and that for each $g \in \mathcal{A}_{K}$ we have

$$
\lim _{N \rightarrow \infty} \frac{\left|G_{N} \cap\left(g G_{N}\right)\right|}{\left|G_{N}\right|}=1
$$

Note that for $g_{1}, g_{2} \in \mathcal{A}_{K}$, if $g_{1} \neq g_{2}$ then there is at most one solution $x \in K$ to the equation $g_{1} x=g_{2} x$. Thus, for each $N \in \mathbb{N}$, we can find a point $x_{N}$ in the (infinite) field $K$ such that $g_{i} x_{N} \neq g_{j} x_{N}$ for all pairs $g_{i}, g_{j} \in G_{N}$ with $g_{i} \neq g_{j}$. It follows that $F_{N}:=\left\{g x_{N}: g \in G_{N}\right\}$ has $\left|G_{N}\right|$ elements.

Since $F_{N} \cap g F_{N} \supset\left\{h x_{N}: h \in G_{N} \cap g G_{N}\right\}$ we have $\left|F_{N} \cap g F_{N}\right| \geq \mid\left\{h x_{N}: h \in\right.$ $\left.G_{N} \cap g G_{N}\right\}\left|=\left|G_{N} \cap g G_{N}\right|\right.$. Therefore:

$$
1 \geq \limsup _{N \rightarrow \infty} \frac{\left|F_{N} \cap g F_{N}\right|}{\left|F_{N}\right|} \geq \liminf _{N \rightarrow \infty} \frac{\left|F_{N} \cap g F_{N}\right|}{\left|F_{N}\right|} \geq \lim _{N \rightarrow \infty} \frac{\left|G_{N} \cap g G_{N}\right|}{\left|G_{N}\right|}=1
$$

Finally, putting $g=M_{u}$ and $g=A_{u}$ in the previous equation we get that $\left(F_{N}\right)$ is a Følner sequence for $\left(K^{*}, \times\right)$ and for $(K,+)$.

Observe that, according to (the proof of) Proposition 3.5, an LID ring $R$ which is not a field can not possess a double Følner sequence.

Given a double Følner sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$ in $K$ and a set $E \subset K$, the lower density of $E$ with respect to $\left(F_{N}\right)$ is defined by the formula:

$$
\underline{d}_{\left(F_{N}\right)}(E):=\liminf _{N \rightarrow \infty} \frac{\left|F_{N} \cap E\right|}{\left|F_{N}\right|}
$$

and the upper density of $E$ with respect to $\left(F_{N}\right)$ is defined by the formula:

$$
\bar{d}_{\left(F_{N}\right)}(E):=\limsup _{N \rightarrow \infty} \frac{\left|F_{N} \cap E\right|}{\left|F_{N}\right|}
$$

Several basic properties of the upper and lower densities with respect to a Følner sequence in a group remain true for densities with respect to double Følner sequences, and the proofs carry over to this setting. We list some of these facts in the next lemma.

When $g \in \mathcal{A}_{R}$ is an affine transformation of a ring $R$ and $E \subset R$ is any subset, we define

$$
\begin{equation*}
\theta_{g} E=\{g(x): x \in E\} \quad \text { and } \quad \theta_{g}^{-1} E=\{x \in R: g(x) \in E\} \tag{3.2}
\end{equation*}
$$

Lemma 3.7. Let $K$ be a field, let $\left(F_{N}\right)$ be a double Følner sequence in $K$, let $E_{1}, E_{2} \subset K$ and let $g \in \mathcal{A}_{K}$.

1. $\bar{d}_{\left(F_{N}\right)}\left(\theta_{g} E\right)=\bar{d}_{\left(F_{N}\right)}(E)$ and $\underline{d}_{\left(F_{N}\right)}\left(\theta_{g} E\right)=\underline{d}_{\left(F_{N}\right)}(E)$.
2. $\bar{d}_{\left(F_{N}\right)}\left(E_{1} \cup E_{2}\right) \leq \bar{d}_{\left(F_{N}\right)}\left(E_{1}\right)+\bar{d}_{\left(F_{N}\right)}\left(E_{2}\right)$
3. $\underline{d}_{\left(F_{N}\right)}\left(E_{1} \cup E_{2}\right) \geq \underline{d}_{\left(F_{N}\right)}\left(E_{1}\right)+\underline{d}_{\left(F_{N}\right)}\left(E_{2}\right)$.
4. If $E_{2}=K \backslash E_{1}$, then $\bar{d}_{\left(F_{N}\right)}\left(E_{1}\right)+\underline{d}_{\left(F_{N}\right)}\left(E_{2}\right)=1$.

Note that part 1 of this lemma implies in particular that for every $u \in K^{*}$ and $E \subset K$ we have $\underline{d}_{\left(F_{N}\right)}(E / u)=\underline{d}_{\left(F_{N}\right)}(E-u)=\underline{d}_{\left(F_{N}\right)}(E)$ and $\bar{d}_{\left(F_{N}\right)}(E / u)=\bar{d}_{\left(F_{N}\right)}(E-u)=\bar{d}_{\left(F_{N}\right)}(E)$.

We will need the following lemma, which, roughly speaking, asserts that certain transformations of Følner sequences are still Følner sequences.

Lemma 3.8. Let $\left(F_{N}\right)$ be a double Følner sequence in a field $K$ and let $b \in K^{*}$. Then the sequence $\left(b F_{N}\right)$ is also a double Følner sequence. Also, if $\left(F_{N}\right)$ is a Følner sequence for the multiplicative group $\left(K^{*}, \times\right)$, then the sequence $\left(F_{N}^{-1}\right)$, where $F_{N}^{-1}=\left\{g^{-1}: g \in F_{N}\right\}$, is still a Følner sequence for that group.

Proof. The sequence $\left(b F_{N}\right)$ is trivially a Følner sequence for the multiplicative group. To prove that it is also a Følner sequence for the additive group, let $x \in F$, we have

$$
\lim _{N \rightarrow \infty} \frac{\left|b F_{N} \cap\left(x+b F_{N}\right)\right|}{\left|b F_{N}\right|}=\lim _{N \rightarrow \infty} \frac{\left|b\left(F_{N} \cap\left(x / b+F_{N}\right)\right)\right|}{\left|F_{N}\right|}=1
$$

To prove that $\left(F_{N}^{-1}\right)$ is a Følner sequence for the multiplicative group note that for any finite sets $A, B \subset K$ we have $\left|A^{-1}\right|=|A|,(A \cap B)^{-1}=A^{-1} \cap B^{-1}$ and if $x \in K^{*}$ then $(x A)^{-1}=x^{-1} A^{-1}$. Putting all together we conclude that

$$
\begin{aligned}
\lim _{N \rightarrow \infty} \frac{\left|F_{N}^{-1} \cap\left(x F_{N}^{-1}\right)\right|}{\left|F_{N}^{-1}\right|} & =\lim _{N \rightarrow \infty} \frac{\left|\left(F_{N} \cap\left(x^{-1} F_{N}\right)\right)^{-1}\right|}{\left|F_{N}\right|} \\
& =\lim _{N \rightarrow \infty} \frac{\left|F_{N} \cap\left(x^{-1} F_{N}\right)\right|}{\left|F_{N}\right|}=1
\end{aligned}
$$

### 3.3 Ultrafilters with nice affine properties

Let $R$ be a LID. Since $R$ is endowed with two operations (addition and multiplication), also its Stone-Čech compactification $\beta R$ has two semi-continuous operations. Recall from Section 2.1 that these operations are not commutative (even though $R$ is a commutative ring). Moreover, the operations in $\beta R$ also fail to satisfy the distributive law in general. Nevertheless, we have

Proposition 3.9. Let $u \in R$ and $p, q \in \beta R$. Then

- $u+p=p+u$ and $u p=p u$.
- $(p+q) u=p u+q u$.

One can easily check that for each $p, q \in \beta R$ we have (cf. Remark 4.2 in [HS98]):

$$
\begin{equation*}
p+q=p-\lim _{u}(u+q) \quad p q=p-\lim _{u}(u q) \tag{3.3}
\end{equation*}
$$

An ultrafilter $p \in \beta R$ is an additive idempotent if it is an idempotent ultrafilter with respect to the semigroup structure $(R,+)$ (equivalently if $p+p=p$ ), and it is a multiplicative idempotent if it is an idempotent ultrafilter with respect to the semigroup structure ( $R^{*}, \times$ ) (equivalently if $p p=p$ ). Observe that the principal ultrafilter $1_{R} \in \beta R$ is a multiplicative idempotent and $0_{R} \in \beta R$ is both an additive idempotent and a multiplicative idempotent.

Since $R$ is an integral domain and $\beta\left(R^{*}\right)=(\beta R) \backslash\{0\}$ is closed in $\beta R$, it follows from (3.3) that $\beta\left(R^{*}\right)$ is closed under multiplication. In view of Proposition 3.9 and (3.3) we have that, for each $u \in R$, both maps $A_{u}: p \mapsto p+u$ and $M_{u}: p \mapsto p u$ are continuous. Therefore we can define topological dynamical systems $\left(\beta R, S_{A}\right)$ and $\left(\beta\left(R^{*}\right), S_{M}\right)$, where $S_{A}$ and $S_{M}$ are the additive and multiplicative sub-semigroups of $\mathcal{A}_{R}$, respectively. Invoking again (3.3) one can check that any closed $S_{A}$-invariant subset of $\beta R$ is a semigroup for addition, and any closed $S_{M}$-invariant subset of $\beta R^{*}$ is a semigroup for multiplication.

In view of Proposition 2.54 there exist minimal non-empty compact $S_{A}$-invariant subsets of $\beta R$ and minimal non-empty compact $S_{M}$-invariant subsets of $\beta\left(R^{*}\right)$. An additive minimal idempotent is a non-principal ultrafilter $p \in \beta R$ which belongs to a minimal compact $S_{A^{-}}$ invariant set and such that $p+p=p$. A multiplicative minimal idempotent is a non-principal ultrafilter $p \in \beta\left(R^{*}\right)$ which belongs to a minimal compact $S_{M}$-invariant set and such that $p p=p$.

Definition 3.10. Let $R$ be a ring. We denote by $\mathcal{A M \mathcal { I }}$ the set of all additive minimal idempotents in $\beta R$ and we denote by $\mathcal{M} \mathcal{M I}$ the set of all multiplicative minimal idempotents in $\beta\left(R^{*}\right)$.

A set $C \subset R$ is called additively central if there exists $p \in \mathcal{A M I}$ such that $C \in p$. Similarly, any member of an ultrafilter $p \in \mathcal{M} \mathcal{M I}$ is called multiplicatively central. We will be interested in sets $C \subset R$ which are simultaneously additively and multiplicatively central.

Unfortunately, the sets $\mathcal{A M I}$ and $\mathcal{M M I}$ are in general disjoint (cf [HS98, Corollary 13.15]). However, at least when $R$ is an LID, the closure $\overline{\mathcal{A M \mathcal { M }}}$ has non-trivial intersection with $\mathcal{M M I}$ (see Proposition 3.22 below).

## Definition 3.11.

- Let $\mathcal{G}=\overline{\mathcal{A M I}} \cap \mathcal{M M \mathcal { M }}$.
- A set $C \subset R$ is called $D C$ (doubly central) if there exists an ultrafilter $p \in \mathcal{G}$ such that $C \in p$.
- A set $C \subset R$ is called $D C^{*}$ if it has non-empty intersection with every $D C \operatorname{set}^{1}$.

Observe that a set $C \subset R$ is $D C^{*}$ if and only if it is contained in every ultrafilter $p \in \mathcal{G}$ (this follows directly from Definition 3.11 and the definition of ultrafilters).

Remark 3.12. Observe that a $D C$ set $A \subset R$ in a LID is central with respect to both the additive and the multiplicative structure, hence the name doubly central. On the other hand, it follows from Theorem 5.35 that not every set $A$ which is central both additively and multiplicatively is a DC set.

We will need the following technical lemma

Lemma 3.13. Let $G$ be a group and let $H \subset G$ be a normal subgroup with finite index. Then for any ultrafilter $p \in \beta G$ in the closure of the idempotents we have $H \in p$.

Proof. The set of ultrafilters containing $H$ is a closed set, hence we can assume that $p$ is itself an idempotent. Since $H$ has only finitely many cosets, exactly one of them, say $a H$ is in $p$. Therefore, given $g \in G$ we have $g^{-1} a H \in p$ if and only if $g^{-1} a \in a H$. This is equivalent to $g \in a H a^{-1}=H$ (because $H$ is normal). Since $a H \in p=p+p$ we conclude

$$
\left\{g \in G: g^{-1} a H \in p\right\} \in p \Longleftrightarrow H \in p
$$

Corollary 3.14. Let $G$ be a countable commutative group, let $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$ be an IP-set in $G$ and let $H \subset G$ be a subgroup with finite index. Then there exists a sub-IP-set $\left(y_{\beta}\right)_{\beta \in \mathcal{F}}$ of $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$ taking values in $H$.

Proof. In view of Proposition 2.28, $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$ is a member of an ultrafilter $p$ in the closure of the idempotents. By Lemma 3.13, $H$ is in $p$ and hence so is $\left\{x_{\alpha}: \alpha \in \mathcal{F}\right\} \cap H$. Invoking again Proposition 2.28 it follows that the intersection contains a sub-IP-set $\left(y_{\beta}\right)_{\beta \in \mathcal{F}}$ of $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$.

[^3]A particular case of Lemma 3.13 is when $R$ is a LID, $H$ is a non-trivial ideal and $p \in \mathcal{G}$. If $p \in \beta\left(R^{*}\right)$ contains an ideal $b R$ for some $b \in R^{*}$, then one can define an ultrafilter $b^{-1} p$ as the family $q$ of those sets $E \subset R$ such that $b E \subset p$. Observe that in this case $b q=p$.

The following lemma is the analogue of Theorem 5.4 in [BH90] (where it is stated and proved for $\mathbb{N})$.

Lemma 3.15. Let $R$ be a LID, let $p \in \overline{\mathcal{A M I}}$ and let $u \in R^{*}$. Then both up and $u^{-1} p$ belong to $\overline{\mathcal{A M I}}$.

Proof. Since $M_{u}: p \mapsto u p$ and $M_{u}^{-1}: p \mapsto u^{-1} p$ are continuous (on their respective domains), it suffices to show that if $p \in \mathcal{A M I}$ then also both $u p$ and $u^{-1} p$ are in $\mathcal{A M I}$. It follows directly from Proposition 3.9 that $u p+u p=u(p+p)=u p$, so $u p$ is an additive idempotent. Checking the definitions easily yields that also $u^{-1} p$ is an additive idempotent.

All that remains to show is that $u p$ and $u^{-1} p$ are both (additively) minimal.
(1) $u p \in \mathcal{A M I}$

In view of Proposition 2.30, it suffices to show that every $E \in u p$ is additively piecewise syndetic. From the definition of multiplication, $E \in u p \Longleftrightarrow E / u \in p$. Since $R$ is a LID, Lemma 3.13 implies that $u R \in p$, hence $u \cdot(E / u)=E \cap u R \in p$ and therefore is piecewise syndetic (because of Proposition 2.30). It now follows from Lemma 3.4 that $E / u$ and hence $E$ itself must be (additively) piecewise syndetic.
(2) $u^{-1} p \in \mathcal{A M I}$

We use a similar argument: a set $E \in u^{-1} p \Longleftrightarrow u E \in p$. Therefore Proposition 2.30 and Lemma 3.4 imply that every member of $u^{-1} p$ is piecewise syndetic, which in view of Proposition 2.30 is equivalent to the statement that $u^{-1} p$ belong to the closure of (additively) minimal ultrafilters.

Lemma 3.16. Let $X$ be a compact space and let $\left(x_{u}\right)_{u \in R}$ be a sequence in $X$ indexed by a countable ring $R$. Then for each $k \in R^{*}$ and $p \in \beta R$ we have $p-\lim _{u} x_{k u}=k p-\lim _{u} x_{u}$.

Proof. Let $x=p-\lim _{u} x_{k u}$ and let $U \subset X$ be a neighborhood of $x$. By definition, the set $E=\left\{u \in R: x_{k u} \in U\right\} \in p$. Note that $E=\left\{u \in R: x_{u} \in U\right\} / k$, and hence $\left\{u \in R: x_{u} \in U\right\} \in k p$. Since $U$ is an arbitrary neighborhood of $x$ we conclude that $k p-\lim _{u} x_{u}=x$.

### 3.4 Affine syndeticity and thickness

In this section we will develop the notions of affinely syndetic and affinely thick subsets of $R$. The definitions and proofs are parallel to the usual notions of syndetic and thick. Recall that, for a discrete semigroup $G$, a set $S \subset G$ is syndetic if finitely many translates of $S$ cover $G$ (see Definition 2.15).

Recall from equation (3.2) the notation $\theta_{g} E=\{g(x): x \in E\}$ for a set $E \subset R$ and $g \in \mathcal{A}_{R}$. When $F \subset \mathcal{A}_{R}, S \subset R$ and $x \in R$ we write

$$
\theta_{F}^{-1} S:=\bigcup_{g \in F} \theta_{g}^{-1} S \quad \text { and } \quad \theta_{F} x:=\bigcup_{g \in F} g(x)
$$

Definition 3.17. Let $R$ be a ring. A set $S \subset R$ is affinely syndetic if there exists a finite set $F \subset \mathcal{A}_{R}$ such that $\theta_{F}^{-1} S=R$.

Observe that if a set $S \subset R^{*}$ is syndetic in either the group $(R,+)$ or the semigroup $\left(R^{*}, \cdot\right)$, then $S$ is affinely syndetic. Indeed, assume, for instance, that $S$ is syndetic in $(R,+)$ and let $F \subset R$ be a finite set such that $S-F=R$. Then considering the subset $\left\{A_{u}: u \in F\right\} \subset \mathcal{A}_{R}$ we deduce that $\theta_{F}^{-1} S=R$ and hence $S$ is affinely syndetic. On the other hand, $S$ can be affinely syndetic and not be syndetic for neither the group $(R,+)$ nor the semigroup $\left(R^{*}, \cdot\right)$ (this follows from Example 3.19 and Proposition 3.20 below).

Recall that, for a discrete semigroup $G$, a set $T \subset G$ is thick if it contains a shift of an arbitrary finite set (see Definition 2.17).

Definition 3.18. A set $T \subset R$ is affinely thick if for every finite set $F \subset \mathcal{A}_{R}$ there exists $x \in R$ such that $\theta_{F} x \subset T$.

Observe that if $T \subset R$ is affinely thick, then it is thick in both the group $(R,+)$ and the semigroup $\left(R^{*}, \cdot\right)$. The following example shows that there exist sets $T$ which are not affinely thick (even when $R$ is a field) but thick in both $(R,+)$ and $\left(R^{*}, \cdot\right)$ :

Example 3.19. We take the ring $R=\mathbb{Q}$ of rational numbers. Let $\left(G_{N}\right)$ be an increasing sequence of finite subsets of $\mathbb{Q}$ whose union is $\mathbb{Q}$. For any sequence $\left(a_{N}\right) \subset \mathbb{Q}^{*}$, the set

$$
E=\left(\bigcup_{N=1}^{\infty}\left(a_{2 N-1}+G_{2 N-1}\right)\right) \cup\left(\bigcup_{N=1}^{\infty}\left(a_{2 N} G_{2 N}\right)\right)=\bigcup_{N=1}^{\infty} E_{N}
$$

is additively thick and multiplicatively thick, where $E_{N}=a_{N}+G_{N}$ when $N$ is odd and $E_{N}=a_{N} G_{N}$ when $N$ is even. However, if $\left(a_{N}\right)$ is growing sufficiently fast, then $E$ is not affinely thick. Indeed, for every point $x \in \mathbb{Q}$ we may have

$$
\theta_{\left\{I d, A_{1} M_{2}\right\}} x=\{x, x+1,2 x\} \not \subset E
$$

To see this, let $a_{0}=1$ and $E_{0}:=\{0\}$. Let $\Delta G_{N}$ denote the set defined by $\Delta G_{N}=$ $\left\{x_{2}-x_{1}, x_{3}-x_{2}, \ldots, x_{k}-x_{k-1}\right\}$ where $x_{1}<x_{2}<\cdots<x_{k}$ is an ordering of the elements of $G_{N}$. Let $M_{N}=\min \left\{|x|: x \in G_{N} \backslash\{0\}\right\}$. Define recursively

$$
a_{N}=\left\{\begin{array}{cll}
2 \max \left(E_{N-1}\right)+\max \left(G_{N}\right)-2 \min \left(G_{N}\right) & \text { if } \quad N \text { is odd } \\
\frac{1}{\min \left(\Delta G_{N}\right)}+\frac{2 \max \left(E_{N-1}\right)}{M_{N}} & \text { if } \quad N \text { is even }
\end{array}\right.
$$

Note that if $N$ is even and $x \in E_{N}$, then $x+1 \notin E_{N}$. If $N$ is odd and $x \in E_{N}$, then $x \geq \min \left(G_{N}\right)+a_{N}$ which implies that $2 x>\max \left(G_{N}\right)+a_{N}$ and hence $2 x \notin E_{N}$. Thus for any $N \in \mathbb{N}$ and $x \in \mathbb{Q}$, the set $\{x, x+1,2 x\}$ is not a subset of $E_{N}$.

Since $\min \left\{|x|: x \in E_{N+1} \backslash\{0\}\right\}>2 \max \left\{|x|: x \in E_{N}\right\}$, if $x \in E_{N}$, then $2 x \notin E_{N+1}$ (and in fact $2 x \notin E_{L}$ for any $L>N$ ) and hence $\{x, x+1,2 x\}$ is not a subset of $E$ for any $x \in \mathbb{Q}$.

The following proposition is an immediate consequence of the definitions.
Proposition 3.20. A set $S \subset R$ is affinely syndetic if and only if it has non-empty intersection with every affinely thick set. $A$ set $T \subset R$ is affinely thick if and only if it has non-empty intersection with every affinely syndetic set.

Now we connect affine syndeticity and thickness in countable fields with upper and lower density with respect to double Følner sequences.

Theorem 3.21. Let $K$ be a countable field. A set $S \subset K$ is affinely syndetic if and only if for every double Følner sequence $\left(F_{N}\right)$ in $K$, we have $\bar{d}_{\left(F_{N}\right)}(S)>0$. A set $S \subset K$ is affinely


Proof. Assume $S \subset K$ is affinely syndetic and let $F \subset \mathcal{A}_{K}$ be a finite set such that $\theta_{F}^{-1} S=K$. Then for any double Følner sequence ( $F_{N}$ ), using parts (1) and (2) of Lemma 3.7 we have

$$
1=\bar{d}_{\left(F_{N}\right)}(K)=\bar{d}_{\left(F_{N}\right)}\left(\bigcup_{g \in F} \theta_{g^{-1}} S\right) \leq \sum_{g \in F} \bar{d}_{\left(F_{N}\right)}\left(\theta_{g^{-1}} S\right)=|F| \bar{d}_{\left(F_{N}\right)}(S)
$$

and hence $\bar{d}_{\left(F_{N}\right)}(S) \geq 1 /|F|>0$.
Now assume that $T \subset K$ is affinely thick and let $\left(G_{N}\right)$ be an arbitrary (left) Følner sequence in $\mathcal{A}_{K}$. For each $N \in \mathbb{N}$ let $x_{N} \in K$ be such that $F_{N}:=\theta_{G_{N}} x_{N} \subset T$ and $\left|F_{N}\right|=$ $\left|G_{N}\right|$. To see why this is possible, note that for any affine transformations $g_{1}, g_{2} \in \mathcal{A}_{K}$ with $g_{1} \neq g_{2}$, there is at most one solution $x \in K$ to the equation $g_{1}(x)=g_{2}(x)$. Thus there are only finitely many $x \in K$ such that $g_{1} x=g_{2} x$ for some pair $g_{1} \neq g_{2} \in G_{N}$. On the other hand, since $T$ is affinely thick, there are infinitely many $x \in K$ such that $\theta_{G_{N}} x \subset T$ (and indeed an affinely thick set of such $x$ ).

We now show that $\left(F_{N}\right)$ is a double Følner sequence in $K$. For any fixed $g \in \mathcal{A}_{K}$ we have

$$
F_{N} \cap \theta_{g} F_{N}=\theta_{G_{N}} x_{N} \cap \theta_{g}\left(\theta_{G_{N}} x_{N}\right) \supset \theta_{G_{N} \cap g G_{N}} x_{N}
$$

and hence

$$
1 \geq \limsup _{N \rightarrow \infty} \frac{\left|F_{N} \cap g F_{N}\right|}{\left|F_{N}\right|} \geq \liminf _{N \rightarrow \infty} \frac{\left|F_{N} \cap g F_{N}\right|}{\left|F_{N}\right|} \geq \lim _{N \rightarrow \infty} \frac{\left|G_{N} \cap g G_{N}\right|}{\left|G_{N}\right|}=1
$$

because $\left(G_{N}\right)$ is a left Følner sequence in $\mathcal{A}_{K}$. This implies that $\left(F_{N}\right)$ is a double Følner sequence in $K$. Since for each $N \in \mathbb{N}$ we have $F_{N} \subset T$ we conclude that $\underline{d}_{\left(F_{N}\right)}(T)=1$.

Now if $S$ is not syndetic then it follows from Proposition 3.20 that $K \backslash S$ is thick. Therefore there exits a double Følner sequence $\left(F_{N}\right)$ such that $\underline{d}_{\left(F_{N}\right)}(K \backslash S)=1$. From part (4) of Lemma 3.7 if follows that $\bar{d}_{\left(F_{N}\right)}(S)=0$.

Finally, if $T$ is not thick, then $K \backslash T$ is syndetic and hence for every double Følner sequence $\left(F_{N}\right)$ we have $\bar{d}_{\left(F_{N}\right)}(K \backslash T)>0$. By part (4) of Lemma 3.7 we have $\underline{d}_{\left(F_{N}\right)}(T)<1$ for every double Følner sequence in $K$.

In every countable semigroup, any thick set is central (cf. Proposition 2.31). The same phenomenon occurs in our affine setting:

Proposition 3.22. Let $R$ be a LID. Then every affinely thick set in $R$ is $D C$ (see Definition 3.11).

Proof. Let $T \subset R$ be an affinely thick set. For $g \in \mathcal{A}_{R}$ define $\overline{\theta_{g^{-1}} T} \subset \beta R$ by equations (3.2) and (2.1). Note that, for any finite set $F \subset \mathcal{A}_{R}$ :

$$
\bigcap_{g \in F} \overline{\theta_{g^{-1}} T}=\overline{\bigcap_{g \in F} \theta_{g^{-1}} T}=\overline{\left\{x \in R: \theta_{F} x \subset T\right\}}
$$

Since $T$ is affinely thick, the family of compact sets $\left\{\overline{\theta_{g^{-1}} T}: g \in \mathcal{A}_{R}\right\}$ has the finite intersection property, and hence the intersection $\mathcal{T}:=\bigcap_{g \in \mathcal{A}_{R}} \overline{\theta_{g^{-1}} T}$ is a non-empty compact subset of $\beta R$. We have the following description of $\mathcal{T}$ :

$$
p \in \mathcal{T} \Longleftrightarrow\left(\forall g \in \mathcal{A}_{R}\right) p \in \overline{\theta_{g^{-1}} T} \Longleftrightarrow\left(\forall g \in \mathcal{A}_{R}\right) \theta_{g^{-1}} T \in p
$$

If $p, q \in \mathcal{T}$, we claim that both $p+q \in \mathcal{T}$ and $p q \in \mathcal{T}$. Indeed, for all $g \in \mathcal{A}_{R}$ and $u \in R$ we have $A_{u}^{-1} \theta_{g^{-1}} T=\left(\theta_{g} A_{u}\right)^{-1} T$. Therefore we have:

$$
\theta_{g^{-1}} T \in p+q \Longleftrightarrow\left\{u \in R: A_{u}^{-1} \theta_{g^{-1}} T \in q\right\} \in p \Longleftrightarrow\left\{u \in R:\left(\theta_{g} A_{u}\right)^{-1} T \in q\right\} \in p
$$

Since $q \in \mathcal{T}$ the set $\left\{u \in R:\left(\theta_{g} A_{u}\right)^{-1} T \in q\right\}=R \in p$, so we conclude that $p+q \in \mathcal{T}$. The same argument with obvious modifications implies that $p q \in \mathcal{T}$ proving the claim.

We now have that $\left(\mathcal{T}, S_{A}\right)$ is a topological dynamical system. Hence by Proposition 2.54 there exists a minimal subsystem. It follows from (3.3) that each minimal subsystem is
actually an (additive) left ideal in $\beta R$, and hence, in view of Theorem 2.11, there exist (additive) minimal idempotents in $\mathcal{T}$. Therefore the intersection $\mathcal{T}_{1}:=\overline{\mathcal{A M I}} \cap \mathcal{T}$ is a non-empty compact subset of $\mathcal{T}$.

If $u \in R^{*}$ and $p \in \mathcal{T}_{1}$, it follows from Lemma 3.15 that $u p \in \overline{\mathcal{A M I}}$, and thus $u p \in \mathcal{T}_{1}$. This means that $\left(\mathcal{T}_{1}, S_{M}\right)$ is a topological dynamical system and hence by Proposition 2.54 it has minimal subsystems. By Ellis lemma (Theorem 2.11) each minimal system contains some multiplicative idempotent. Let $p$ be a multiplicative minimal idempotent in $\mathcal{T}_{1}$. Since $\mathcal{T}_{1} \subset \mathcal{T}$ we conclude that $T \in p$. Since $\mathcal{T}_{1} \subset \overline{\mathcal{A M I}}$ we conclude that $p \in \overline{\mathcal{A M I}}$, and hence $p \in \mathcal{G}$.

Remark 3.23. An immediate consequence of Propositions 3.22 and 3.20 is that every $D C^{*}$ set is affinely syndetic.

### 3.5 An affine version of Furstenberg's correspondence principle

We will need an extension of Furstenberg's Correspondence Principle for an action of a group on a set (the classical versions deal with the case when the group acts on itself by translations, cf. [Fur77]).

Theorem 3.24. Let $X$ be a set, let $G$ be a countable group and let $\left(\tau_{g}\right)_{g \in G}$ be an action of $G$ on $X$. Assume that there exists a sequence $\left(G_{N}\right)$ of finite subsets of $X$ such that for each $g \in G$ we have the property:

$$
\begin{equation*}
\frac{\left|G_{N} \cap\left(\tau_{g} G_{N}\right)\right|}{\left|G_{N}\right|} \rightarrow 1 \text { as } N \rightarrow \infty \tag{3.4}
\end{equation*}
$$

Let $E \subset X$ and assume that $\bar{d}_{\left(G_{N}\right)}(E):=\lim \sup _{N \rightarrow \infty} \frac{\left|G_{N} \cap E\right|}{\left|G_{N}\right|}>0$.
Then there exists a compact metric space $\Omega$, a probability measure $\mu$ on the Borel sets of $\Omega$, a $\mu$-preserving $G$-action $\left(T_{g}\right)_{g \in G}$ on $\Omega$, a Borel set $B \subset \Omega$ such that $\mu(B)=\bar{d}_{\left(G_{N}\right)}(E)$, and for any $k \in \mathbb{N}$ and $g_{1}, \ldots, g_{k} \in G$ we have

$$
\bar{d}_{\left(G_{N}\right)}\left(\tau_{g_{1}} E \cap \cdots \cap \tau_{g_{k}} E\right) \geq \mu\left(T_{g_{1}} B \cap \ldots \cap T_{g_{k}} B\right)
$$

Proof. Define the family of sets

$$
\mathcal{S}:=\left\{\bigcap_{j=1}^{k} \tau_{g_{j}} E: k \in \mathbb{N}, g_{j} \in G \forall j=1, \ldots, k\right\} \cup\{X\}
$$

Note that $\mathcal{S}$ is countable, so using a diagonal procedure we can find a subsequence ( $\tilde{G}_{N}$ ) of the sequence $\left(G_{N}\right)$ such that $\bar{d}_{\left(G_{N}\right)}(E)=\lim _{N \rightarrow \infty}\left|E \cap \tilde{G}_{N}\right| /\left|\tilde{G}_{N}\right|$ and, for each $S \in \mathcal{S}$, the following limit exists

$$
\lim _{N \rightarrow \infty} \frac{\left|S \cap \tilde{G}_{N}\right|}{\left|\tilde{G}_{N}\right|}
$$

Note that (3.4) holds for any subsequence of $\left(G_{N}\right)$, and in particular for ( $\tilde{G}_{N}$ ). Let $B(X)$ be the space of all bounded complex-valued functions on $X$. The space $B(X)$ is a Banach space with respect to the norm $\|f\|=\sup _{x \in X}|f(x)|$. Let $\rho \in \ell^{\infty}(\mathbb{N})^{*}$ be a Banach limit ${ }^{2}$.

Define the linear functional $\lambda: B(X) \rightarrow \mathbb{C}$ by

$$
\lambda(f)=\rho\left(\left(\frac{1}{\left|\tilde{G}_{N}\right|} \sum_{x \in \tilde{G}_{N}} f(x)\right)_{N \in \mathbb{N}}\right)
$$

The functional $\lambda$ is positive (i.e. if $f \geq 0$ then $\lambda(f) \geq 0$ ) and $\lambda(1)=1$. For any $f \in B(X), g \in G$ and $x \in X$, the equation $f_{g}(x)=f\left(\tau_{g} x\right)$ defines a new function $f_{g} \in B(X)$. By (3.4) we have that $\lambda\left(f_{g}\right)=\lambda(f)$ for all $g \in G$, so $\lambda$ is an invariant mean for the action $\left(\tau_{g}\right)_{g \in G}$. Moreover, $\bar{d}_{\left(G_{N}\right)}(E)=\lambda\left(1_{E}\right)$ and, for any $S \in \mathcal{S}$, we have $\bar{d}_{\left(G_{N}\right)}(S) \geq \lambda\left(1_{S}\right)$.

Note that the Banach space $B(X)$ is a commutative $C^{*}$-algebra (with the involution being pointwise conjugation). Now let $Y \subset B(X)$ be the (closed) subalgebra generated by the indicator functions of sets in $\mathcal{S}$. Then $Y$ is itself a $C^{*}$-algebra. It has an identity (the constant function equal to 1) because $X \in \mathcal{S}$. If $f \in Y$ then $f_{g} \in Y$ for all $g \in G$. Moreover, since $\mathcal{S}$ is countable, $Y$ is separable. Thus, by the Gelfand representation theorem (see, for instance, $[\operatorname{Arv} 76]$, Theorem 1.1.1), there exists a compact metric space $\Omega$ and a map $\Phi: Y \rightarrow C(\Omega)$ which is simultaneously an algebra isomorphism and a homeomorphism.

The linear functional $\lambda$ induces a positive linear functional $L$ on $C(\Omega)$ by $L(\Phi(f))=$ $\lambda(f)$. Applying the Riesz Representation Theorem we have a measure $\mu$ on the Borel sets

[^4]of $\Omega$ such that
$$
\lambda(f)=L(\Phi(f))=\int_{\Omega} \Phi(f) d \mu \quad \forall f \in B(X)
$$

The action $\left(\tau_{g}\right)_{g \in G}$ induces an anti-action (or right action) $\left(U_{g}\right)_{g \in G}$ of $G$ on $C(\Omega)$ by $U_{g} \Phi(f)=\Phi\left(f_{g}\right)$, where $f_{g}(x)=f\left(\tau_{g} x\right)$ for all $g \in G, f \in Y$ and $x \in X$. It is not hard to see that, for each $g \in G, U_{g}$ is a positive invertible isometry of $C(\Omega)$. By the BanachStone theorem ([Sto37]), for each $g \in G$, there is a homeomorphism $T_{g}: \Omega \rightarrow \Omega$ such that $U_{g} \phi=\phi \circ T_{g}$ for all $\phi \in C(\Omega)$. Moreover for all $g, h \in G$ we have $\phi \circ T_{g h}=U_{g h} \phi=U_{h} U_{g} \phi=$ $U_{h}\left(\phi \circ T_{g}\right)=\phi \circ\left(T_{g} \circ T_{h}\right)$. This means that $\left(T_{g}\right)_{g \in G}$ is an action of $G$ on $\Omega$. For every $f \in Y$ we have $\lambda\left(f_{g}\right)=\lambda(f)$ and hence

$$
\begin{aligned}
\int_{\Omega} \Phi(f) \circ T_{g} d \mu & =\int_{\Omega} U_{g} \Phi(f) d \mu=\int_{\Omega} \Phi\left(f_{g}\right) d \mu \\
& =\lambda\left(f_{g}\right)=\lambda(f)=\int_{\Omega} \Phi(f) d \mu
\end{aligned}
$$

Therefore the action $\left(T_{g}\right)$ preserves measure $\mu$.
Note that the only idempotents of the algebra $C(\Omega)$ are indicator functions of sets. Therefore, given any set $S \in \mathcal{S}$, the Gelfand transform $\Phi\left(1_{S}\right)$ of the characteristic function $1_{S}$ of $S$ is the characteristic function of some Borel subset (which we denote by $\Phi(S)$ ) in $\Omega$. In other words, $\Phi(S)$ is such that $\Phi\left(1_{S}\right)=1_{\Phi(S)}$. Let $B=\Phi(E)$. We have

$$
\bar{d}_{\left(G_{N}\right)}(E)=\lambda\left(1_{E}\right)=\int_{\Omega} \Phi\left(1_{E}\right) d \mu=\int_{\Omega} 1_{B} d \mu=\mu(B)
$$

Since the indicator function of the intersection of two sets is the product of the indicator functions, we conclude that for any $k \in \mathbb{N}$ and any $g_{1}, \ldots, g_{k} \in G$ we have

$$
\begin{aligned}
\bar{d}_{\left(G_{N}\right)}\left(\bigcap_{i=1}^{k} \tau_{g_{i}} E\right) & \geq \lambda\left(\prod_{i=1}^{k} 1_{\tau_{g_{i}} E}\right)=\int_{\Omega} \Phi\left(\prod_{i=1}^{k} 1_{\tau_{g_{i}} E}\right) d \mu \\
& =\int_{\Omega} \prod_{i=1}^{k} \Phi\left(1_{\tau_{g_{i}}} E\right) d \mu=\int_{\Omega} \prod_{i=1}^{k} U_{g_{i}^{-1}} \Phi\left(1_{E}\right) d \mu \\
& =\int_{\Omega} \prod_{i=1}^{k} 1_{B} \circ T_{g_{i}^{-1}} d \mu=\int_{\Omega} \prod_{i=1}^{k} 1_{T_{g_{i}} B} d \mu=\mu\left(\bigcap_{i=1}^{k} T_{g_{i}} B\right)
\end{aligned}
$$

### 3.6 An affine topological correspondence principle

The elegant idea of using topological dynamics to study partition regular configurations on $\mathbb{N}$ was developed by Furstenberg and Weiss in [FW78]. They considered each coloring $\chi$ : $\mathbb{N} \rightarrow\{1, \ldots, r\}$ as a point in the symbolic system $\left(\{1, \ldots, r\}^{\mathbb{N}}, T\right)$ (where $T$ is the left shift), and observed that it is possible to reformulate van der Waerden's theorem (and several other statements) as a multiple recurrence result on minimal subsystems of $\left(\{1, \ldots, r\}^{\mathbb{N}}, T\right)$. By proving the resulting multiple recurrence theorem ([FW78, Theorem 1.5]), they obtained a new proof of van der Waerden's theorem (and indeed of it's multidimensional version, Theorem 2.36). This correspondence is now a standard technique; for instance it was used by Bergelson and Leibman in their proof of the polynomial van der Waerden's theorem [BL96, Corollary 1.11] (see Corollary 6.7).

Unfortunately, the procedure described in the previous paragraph does not allow one to obtain dynamical formulations regarding the partition regularity of certain polynomial configurations. This is essentially because configurations such as $\{x+y, x y\}$ are not invariant under shifts (additive or multiplicative): if $P$ is a set of the form $\{x y, x+y\}$ and $c \in \mathbb{N}$, then in general neither $P+c$ nor $P c$ is of the same form. By contrast, observe that arithmetic progressions are invariant under both addition and multiplication, in the sense that for any arithmetic progression $P$ and any $c \in \mathbb{N}$, both $P+c$ and $P c$ are arithmetic progressions of the same length.

Nevertheless we have the following correspondence principle. Observe that any $\mathcal{A}_{R^{-}}$ topological system $\left(X,\left(T_{g}\right)_{g \in \mathcal{A}_{R}}\right)$ naturally induces an additive $(R,+)$-topological system $\left(X,\left(S_{u}\right)_{u \in R}\right)$, by letting $S_{u}:=T_{A_{u}}$. A point $x \in X$ is called additively minimal if it is a minimal point for the system $\left(X,\left(S_{u}\right)_{u \in R}\right)$ (cf. Section 2.5).

Theorem 3.25. Let $R$ be a LID and let $\mathcal{A}_{R}$ denote the semigroup of all affine transformations of $R$. There exists an $\mathcal{A}_{R}$-topological system $\left(X,\left(T_{g}\right)_{g \in \mathcal{A}_{R}}\right)$ with a dense set of additively minimal points, such that each map $T_{g}: X \rightarrow X$ is open and injective, and with the property that for any finite coloring $R=C_{1} \cup \cdots \cup C_{r}$ there exists an open cover
$X=U_{1} \cup \cdots \cup U_{r}$ such that for any $g_{1}, \ldots, g_{k} \in \mathcal{A}_{R}$ and $t \in\{1, \ldots, r\}$,

$$
\begin{equation*}
\bigcap_{\ell=1}^{k} T_{g_{\ell}}\left(U_{t}\right) \neq \varnothing \quad \Longrightarrow \quad \bigcap_{\ell=1}^{k} g_{\ell}\left(C_{t}\right) \neq \varnothing . \tag{3.5}
\end{equation*}
$$

Remark 3.26. It follows from the proof of Theorem 3.25 that the system $\left(X,\left(T_{g}\right)_{g \in \mathcal{A}_{R}}\right)$ also has the property that for any piecewise syndetic set $C_{t} \subset R$ there exists a non-empty open set $U_{t} \subset X$ such that (3.5) holds for any $g_{1}, \ldots, g_{k} \in \mathcal{A}_{R}$.

Remark 3.27. It follows from the proof of Theorem 3.25 that the intersection $\bigcap_{j=1}^{k} g_{j}\left(C_{t}\right)$ (both in the theorem and in Remark 3.26) is not only non-empty but is in fact piecewise syndetic.

The remainder of this section is dedicated to the proof of Theorem 3.25. The construction of $X$ is quite explicit as a subset of the Stone-Cech compactification $\beta R$ of $R$. In this setting, the action of $\mathcal{A}_{R}$ on $X$ is natural. The idea of using the Stone-Čech compactification to prove the correspondence principle was inspired by its implicit use in [Bei11] (in the setting of measurable dynamics).

There is a natural action $\left(T_{g}\right)_{g \in \mathcal{A}_{R}}$ of $\mathcal{A}_{R}$ on the set $\beta R \backslash R$ of non-principle ultrafilters, described as follows. For $g \in \mathcal{A}_{R}$, the map $T_{g}: \beta R \backslash R \rightarrow \beta R \backslash R$ takes $p \in \beta R \backslash R$ to

$$
\begin{equation*}
T_{g}(p):=\left\{E \subset R: \theta_{g}^{-1}(E) \in p\right\}=\{E \subset \mathbb{N}:\{x \in R: g(x) \in E\} \in p\} \tag{3.6}
\end{equation*}
$$

Remark 3.28. An equivalent way to define $T_{g}$ is to start with a map $T_{g}: \beta R \rightarrow \beta R$, defined on principal ultrafilters via the formula $T_{g}\left(p_{x}\right)=p_{g(x)}$ and then extend it to $\beta R$ using the universal property of the Stone-Čech compactification. One can then check that for a nonprinciple ultrafilter $p \in \beta R \backslash R$, the image $T_{g}(p)$ is in fact in $\beta R \backslash R$ and corresponds to the ultrafilter described in (3.6). We will not make use of this fact.

Lemma 3.29. For each $g \in \mathcal{A}_{R}$, the map $T_{g}: \beta R \backslash R \rightarrow \beta R \backslash R$ is continuous, open and injective. Moreover, for $g, h \in \mathcal{A}_{R}$ one has $T_{g} \circ T_{h}=T_{g h}$.

Proof. One can easily check (using only the definitions) that $T_{g}(p)$ is indeed a non-principle ultrafilter and that $T_{g} \circ T_{h}=T_{g h}$. To show that $T_{g}$ is continuous, take a basic open set
$\bar{E} \subset \beta R$ for $E \subset R$ infinite; we need to show that $T_{g}^{-1}(\bar{E})$ is open. We have

$$
p \in T_{g}^{-1}(\bar{E}) \Longleftrightarrow E \in T_{g}(p) \Longleftrightarrow g^{-1}(E) \in p
$$

therefore $T_{g}^{-1}(\bar{E})=\overline{g^{-1}(E)}$ is open and $T_{g}$ is continuous.
To show that $T_{g}$ is injective, let $p \neq q$ be in $\beta R \backslash R$ and let $E \in p \backslash q$. Since $g: R \rightarrow R$ is injective we have that $g^{-1}(g(E))=E$; since $E \notin q$, it follows that $g(E) \notin T_{g}(q)$. Moreover, $g^{-1}(g(E))=E \in p$, therefore $g(E) \in T_{g}(p)$ and hence $T_{g}(p) \neq T_{g}(q)$, proving injectivity.

Finally we show that $T_{g}$ is open. Let $E \subset R$ be infinite; we will show that $T_{g}(\bar{E} \backslash R)=$ $\overline{g(E)} \backslash R$, which will imply that $T_{g}: \beta R \backslash R \rightarrow \beta R \backslash R$ is indeed open. As in the proof of injectivity, if $p \in \bar{E}$ is non-principal, then $g(E) \in T_{g}(p)$, proving one of the inclusions. Conversely, if $p \in \beta R \backslash R$ is such that $g(E) \in T_{g}(p)$, then $E=g^{-1}(g(E)) \in p$, establishing the other inclusion and finishing the proof.

Lemma 3.29 implies that $\left(T_{g}\right)_{g \in \mathcal{A}_{R}}$ is an action on $\beta R \backslash R$ and hence $\left(\beta R \backslash R,\left(T_{g}\right)_{g \in \mathcal{A}_{R}}\right)$ is an $\mathcal{A}_{R}$-topological dynamical system. We are now ready to prove Theorem 3.25.

Proof of Theorem 3.25. Let $Y \subset \beta R \backslash R$ be the set of all additively minimal points in $\left(\beta R \backslash R,\left(T_{g}\right)_{g \in \mathcal{A}_{R}}\right)$ and let $X:=\bar{Y}$ be its closure. It is usual to denote $Y=K(\beta R,+)$. We will show that for each $g \in \mathcal{A}_{R}, T_{g}$ maps $X$ into $X$.

According to Proposition 2.30, an ultrafilter $p \in \beta R$ is in $X=\overline{K(\beta R,+)}$ if and only if every member $E \in p$ is piecewise syndetic. Take $p \in X$ and $g \in \mathcal{A}_{R}$; we claim that $T_{g}(p) \in$ $X$. Using the definition, it suffices to show that if $g^{-1}(E)$ is piecewise syndetic, then so is $E$. It follows from Lemma 3.4 that if $g^{-1}(E)$ is piecewise syndetic, then so is $g\left(g^{-1}(E)\right)=E$. This shows that each $g \in \mathcal{A}_{R}$ induces a natural continuous map $T_{g}: X \rightarrow X$. Moreover, a similar argument shows that if $p \in \beta R \backslash R$ and $g \in \mathcal{A}_{R}$ are such that $T_{g}(p) \in X$, then $p \in X$; therefore $T_{p}: X \rightarrow X$ is also open.

So far we constructed a compact Hausdorff space $X$ together with an action $\left(T_{g}\right)_{g \in \mathcal{A}_{R}}$ of $\mathcal{A}_{R}$ on $X$ by continuous injective open maps with a dense set of additively minimal points. To finish the proof, consider a coloring $\mathbb{N}=C_{1} \cup \cdots \cup C_{r}$ and let $U_{t}:=\left\{p \in X: C_{t} \in\right.$ $p\}=\overline{C_{t}} \cap X$ for each $t \in\{1, \ldots, r\}$. Then each $U_{t}$ is a (possibly empty) open subset of
$X$ and each $p \in X$ belongs to some $U_{t}$. Now let $g_{1}, \ldots, g_{k} \in \mathcal{A}_{R}$ and $t \in\{1, \ldots, r\}$ be such that $\bigcap_{\ell=1}^{k} T_{g_{\ell}}\left(U_{t}\right) \neq \varnothing$. Then, since the maps $T_{g_{\ell}}: X \rightarrow X$ are open, it follows that $\bigcap_{\ell=1}^{k} T_{g_{\ell}}\left(U_{t}\right)$ is a non-empty open subset of $X$. Take any $p$ in this intersection; we claim that $g_{\ell}\left(C_{t}\right) \cap \mathbb{N} \in p$ for any $\ell \in\{1, \ldots, k\}$.

Indeed, for each $\ell \in\{1, \ldots, k\}$, there exists $p_{\ell} \in U_{t} \subset \overline{C_{t}}$ such that $p=T_{g_{\ell}}\left(p_{\ell}\right)$. Since $g_{\ell}^{-1}\left(g_{\ell}\left(C_{t}\right)\right)=C_{t} \in p_{\ell}$, it follows that indeed $g_{\ell}\left(C_{t}\right) \in p$, as desired. Finally, it follows that the finite intersection $\bigcap_{\ell=1}^{k} g_{\ell}\left(C_{t}\right)$ is also in $p$ and hence is non-empty.

## CHAPTER 4

## POLYNOMIAL EXTENSION OF DEUBER'S THEOREM

### 4.1 Introduction

In this chapter we present recent work from [BJM] extending the scope of Deuber's theorem (Theorem 1.10) to the setting of polynomial configurations in abelian groups (Theorem 4.7) and to (linear configurations on) arbitrary commutative semigroups (Theorem 4.6). Our proofs are based on a multidimensional polynomial extension of the central sets theorem, Theorem 4.8.

In the spirit of Deuber's original result in [Deu73], we also obtain a partition regularity result concerning the (linear) extension of Deuber's theorem to commutative semigroups. Roughly speaking, we show that for any finite coloring of a "large enough (but finite) configuration" there exists a monochromatic "smaller configuration" (see Theorem 4.15 below for a precise formulation). However, it is not clear how to obtain a similar partition regularity result for polynomial Deuber sets (our Theorem 4.7 requires one to finitely color the whole (infinite) group in order to obtain the desired monochromatic configuration).

In order to formulate our results we will need the following definitions.

Definition 4.1. Let $G$ be a countable commutative semigroup.

1. A shape in $G$ is a triple $(m, \vec{F}, c)$ where $m \in \mathbb{N}, c: G \rightarrow G$ is a homomorphism and $\vec{F}$ is an $m$-tuple $\vec{F}=\left(F_{1}, \ldots, F_{m}\right)$ where each $F_{j}$ is a finite set of functions from $G^{j}$ to $G$.
2. Given a shape $(m, \vec{F}, c)$ and $\mathbf{s}=\left(s_{0}, \ldots, s_{m}\right) \in(G \backslash\{0\})^{m+1}$, the $(m, \vec{F}, c)$-set gener-
ated by $\mathbf{s}$ is the set

$$
D(m, \vec{F}, c ; \mathbf{s}):=\left\{\begin{array}{lr}
c\left(s_{0}\right) & \\
f\left(s_{0}\right)+c\left(s_{1}\right), & f \in F_{1} \\
f\left(s_{0}, s_{1}\right)+c\left(s_{2}\right), & f \in F_{2} \\
\vdots & \vdots \\
f\left(s_{0}, \ldots, s_{m-1}\right)+c\left(s_{m}\right), & f \in F_{m}
\end{array}\right\}
$$

Observe that Schur triples $\{x, y, x+y\}$ are precisely the $(m, \vec{F}, c)$ sets when $m=1, c$ is the identity map and $F_{1}$ consists only of the identity map. More generally, the family which appears in Deuber's theorem (Theorem 1.10 ) for a given $m, p, c \in \mathbb{N}$ corresponds to the shape $(m, \vec{F}, \tilde{c})$, where $\tilde{c}$ is the map $\tilde{c}: x \mapsto c x$ and $F_{j}$ is the set of all maps $f: \mathbb{N}^{j} \rightarrow \mathbb{Z}$ of the form $f: \mathbf{x} \mapsto\langle\mathbf{x}, \xi\rangle$ with $\xi \in\{-p, \ldots, p\}^{j}$.

## Polynomial and multidimensional versions of Deuber's theorem

The following theorem is a joint extension of Folkman's theorem and the polynomial van der Waerden theorem, in the same way Theorem 1.10 is a joint extension of Folkman's theorem and (classical) van der Waerden's theorem.

Theorem 4.2 (Polynomial Deuber theorem). Let $m \in \mathbb{N}$ and, for each $i=1,2, \ldots, m$, let $F_{i}$ be a finite set of polynomials $f: \mathbb{Z}^{i} \rightarrow \mathbb{Z}$ such that $f(\mathbf{0})=0$. Let $\vec{F}=\left(F_{1}, \ldots, F_{m}\right)$ and let $c: \mathbb{Z} \rightarrow \mathbb{Z}$ be a multiplication by some constant. Then the family associated with the shape $(m, \vec{F}, c)$ is Ramsey. In other words, for any finite coloring $\mathbb{N}=C_{1} \cup \cdots \cup C_{r}$ there exists a color $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ and a vector $\mathbf{s} \in \mathbb{N}^{m+1}$ such that $D(m, \vec{F}, c ; \mathbf{s}) \subset C$.

Theorem 4.2 follows from its multidimensional version, Theorem 4.4 below. We remark that Theorem 4.2 contains Theorems 1.1, 1.2, 1.3, 1.7, 1.8 and 1.10 as special cases. One could wonder whether Theorem 4.2 applies to every polynomial Ramsey family (hence solving Problem 1.12). Unfortunately, this is not the case, as the following result, obtained independently by Bergelson [Ber10, Theorem 6.1] and Hindman [Hin11], shows:

Theorem 4.3. For any finite coloring of $\mathbb{N}$ there exist $x, y, z, t$ of the same color satisfying $x y=z+t$. In other words, the family $\{x, y, z, x y-z\}$ is Ramsey.

It is not hard to see that the family $\{x, y, z, x y-z\}$ is not contained in any shape, and hence Theorem 4.3 can not be derived from Theorem 4.2.

Next we combine Theorem 4.2 with the multidimensional van der Waerden's theorem (Theorem 2.36).

Theorem 4.4 (Multidimensional polynomial Deuber theorem). Let $d, m \in \mathbb{N}$ and, for each $i=1,2, \ldots, m$ let $F_{i}$ be a finite set of polynomials $f:\left(\mathbb{Z}^{d}\right)^{i} \rightarrow \mathbb{Z}^{d}$ such that $f(\mathbf{0})=\mathbf{0}$. Let $\vec{F}=\left(F_{1}, \ldots, F_{m}\right)$ and let $c: \mathbb{Z}^{d} \rightarrow \mathbb{Z}^{d}$ be a scalar homomorphism (i.e., multiplication by a constant). For any finite coloring of $\mathbb{Z}^{d}$, there exists $\mathbf{s} \in(\mathbb{Z} \backslash\{0\})^{m+1}$ such that the set $D(m, \vec{F}, c ; \mathbf{s})$ is monochromatic.

As mentioned in Chapter 2, for every finite partition of a countable commutative semigroup $G$, one of the colors is a central set (see Definition 2.32). We prove Theorem 4.4 by showing that in fact every central set contains a set of the form $D(m, \vec{F}, c ; \mathbf{s})$.

Theorem 4.5 (Multidimensional polynomial Deuber theorem in central sets). Let $d, m \in \mathbb{N}$ and, for each $i=1,2, \ldots, m$ let $F_{i}$ be a finite set of polynomials $f:\left(\mathbb{Z}^{d}\right)^{i} \rightarrow \mathbb{Z}^{d}$ such that $f(\mathbf{0})=\mathbf{0}$. Let $\vec{F}=\left(F_{1}, \ldots, F_{m}\right)$ and let $c: \mathbb{Z}^{d} \rightarrow \mathbb{Z}^{d}$ be a scalar homomorphism. For any central set $A \subset \mathbb{Z}^{d}$, there exists $\mathbf{s} \in(\mathbb{Z} \backslash\{0\})^{m+1}$ such that $D(m, \vec{F}, c ; \mathbf{s}) \subset A$.

Theorem 4.5 is in turn a corollary to Theorem 4.7 below. The version of Theorem 4.5 for $d=1$ and linear polynomials (i.e. multiplication by a constant) was first proved by Furstenberg in [Fur81, Theorem 8.22].

## Deuber's theorem in commutative semigroups

We state now a version of Deuber's theorem which holds in any countable commutative semigroup. For semigroups $G, H$, denote by $\operatorname{Hom}(H, G)$ the set of all semigroup homomorphisms from $H$ to $G$. Let also $\operatorname{End}(G)$ denote $\operatorname{Hom}(G, G)$ (elements of $\operatorname{End}(G)$ are often referred to as endomorphisms).

Theorem 4.6. Let $G$ be a countable commutative semigroup, let $A \subset G$ be a central set and let $(m, \vec{F}, c)$ be a shape in $G$. Assume that the map $c: G \rightarrow G$ is the identity map and, for each $j=1, \ldots, m$, we have $F_{j} \subset \operatorname{Hom}\left(G^{j}, G\right)$. Then there exists $\mathbf{s} \in(G \backslash\{0\})^{m+1}$ such that $D(m, \vec{F}, c ; \mathbf{s}) \subset A$.

Next we move to polynomial maps. Recall from Definition 2.42 the notation $\mathbb{P}(G, H)$ to denote the set of all polynomial maps $f: G \rightarrow H$ with $f(0)=0$.

Theorem 4.7. Let $G$ be a countable abelian group, let $A \subset G$ be a central set and let $(m, \vec{F}, c)$ be a shape in $G$. Assume that the image of $c$ has finite index in $G$ and, for each $j=1, \ldots, m, F_{j} \subset \mathbb{P}\left(G^{j}, G\right)$. Then there exists $\mathbf{s} \in(G \backslash\{0\})^{m+1}$ such that $D(m, \vec{F}, c ; \mathbf{s}) \subset$ $A$.

Theorems 4.6 and 4.7 are proved at the end of Section 4.2.

## Polynomial extensions of the central sets theorem in abelian groups.

The main tool employed by Furstenberg in his proof of the special case of Theorem 4.5 mentioned above was his central sets theorem (cf. Theorem 2.40). Our proof of Theorem 4.7 is based on the following polynomial version of the central sets theorem, which we believe is of independent interest.

Theorem 4.8 (Multidimensional polynomial central sets theorem). Let $G$ be a countable abelian group, let $j \in \mathbb{N}$ and let $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ be an IP-set in $G^{j}$. Let $F \subset \mathbb{P}\left(G^{j}, G\right)$ be a finite set and let $A \subset G$ be a central set. Then there exist an IP-set $\left(x_{\beta}\right)_{\beta \in \mathcal{F}}$ in $G$ and a sub-IP-set $\left(z_{\beta}\right)_{\beta \in \mathcal{F}}$ of $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ such that

$$
\forall f \in F \quad \forall \beta \in \mathcal{F} \quad x_{\beta}+f\left(z_{\beta}\right) \in A
$$

When $G=\mathbb{Z}$ and the polynomial maps in $F$ are homomorphisms, this reduces to the classical central sets theorem. Theorem 4.8 will be derived as a corollary of the more general Theorem 4.24 below.

Since for any finite coloring of a countable commutative group $G$ one of the colors is a central set, as a corollary of Theorem 4.8 we deduce that

Theorem 4.9. Let $G$ be a countable abelian group, let $j \in \mathbb{N}$ and let $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ be an IP-set in $G^{j}$. Let $F \subset \mathbb{P}\left(G^{j}, G\right)$ be a finite set and let $G=C_{1} \cup \cdots \cup C_{r}$ be a finite coloring of $G$. Then there exist a color $C \in\left\{C_{1}, \ldots, C_{r}\right\}$, an IP-set $\left(x_{\beta}\right)_{\beta \in \mathcal{F}}$ in $G$ and a sub-IP-set $\left(z_{\beta}\right)_{\beta \in \mathcal{F}}$ of $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ such that

$$
\forall f \in F \quad \forall \beta \in \mathcal{F} \quad x_{\beta}+f\left(z_{\beta}\right) \in C
$$

Theorem 4.9 (and in fact a stronger version of it) was obtained by McCutcheon in [McC99, Theorem A]. The method used by McCutcheon also gives Theorem 4.8, although it does not appear to have been explicitly stated.

## Partition regularity

Call a set $A \subset \mathbb{N}$ rich if for every linear Ramsey family $\left\{f_{1}, \ldots, f_{k}\right\}$ there exists $\mathbf{x}$ such that $\left\{f_{1}(\mathbf{x}), \ldots, f_{k}(\mathbf{x})\right\} \subset A$. In view of Theorem 1.11, a set is rich if and only if for every $m, p, c \in \mathbb{N}$ there exists $\mathbf{s} \in \mathbb{N}^{m+1}$ such that $D(m, p, c ; \mathbf{s}) \subset A$. In view of Furstenberg's theorem [Fur81, Theorem 8.22] mentioned above, every central set in $\mathbb{N}$ is rich.

One of the main motivations for Deuber to introduce ( $m, p, c$ )-sets was to solve a conjecture of Rado stating that for a finite partition of a rich set, one of the cells is still rich. We obtain an analogous result for certain $(m, \vec{F}, c)$-sets. Before we state the main result in this direction (Theorem 4.12 below) we need a few definitions.

Definition 4.10. Let $G$ be a countable commutative semigroup. A clique in $G$ is an infinite (not necessarily countable) set of shapes. Given a clique $\Lambda$ in $G$, we say that a set $A \subset G$ is $\Lambda$-rich if for every shape $(m, \vec{F}, c) \in \Lambda$ there exists an $(m, \vec{F}, c)$-set contained in $A$.

For example, let $\Lambda$ be the clique in $\mathbb{N}$ consisting of the shapes that arise from all possible triples $(m, p, c) \in \mathbb{N}^{3}$. Then a set $A \subset \mathbb{N}$ is $\Lambda$-rich if and only if it is rich in the sense defined above. Here are more examples.

## Example 4.11.

1. Let $k \in \mathbb{N}$, let $c: \mathbb{N} \rightarrow \mathbb{N}$ be the identity map, let $F_{1, k}=\{x \mapsto i x: i=0, \ldots, k-$ $1\} \subset \operatorname{End}(\mathbb{N})$ and make $\vec{F}_{k}=\left(F_{1, k}\right)$. Then any $\left(1, \vec{F}_{k}, c\right)$-set contains a "Brauer configuration" of length $k$ (i.e. an arithmetic progression of length $k$ together with its common difference, cf. Theorem 1.7).
2. Let $c$ and $\vec{F}_{k}$ be as in part (1) above. Consider the clique $\Lambda=\left\{\left(1, \vec{F}_{k}, c\right): k \in \mathbb{N}\right\}$. A set $A \subset \mathbb{N}$ is $\Lambda$-rich if and only it contains Brauer configurations of arbitrary length.
3. Let again $m \in \mathbb{N}$ and let $c: \mathbb{N} \rightarrow \mathbb{N}$ be the identity map. For each $j=1, \ldots, m$, let $F_{j, m}$ be the set of all maps $f: \mathbb{N}^{j} \rightarrow \mathbb{N}$ of the form $f: \mathbf{x} \mapsto\langle\mathbf{x}, \xi\rangle$ where $\xi \in\{0,1\}^{j}$. Let $\vec{F}_{m}=\left(F_{1, m}, \ldots, F_{m, m}\right)$. Then any $\left(m, \vec{F}_{m}, c\right)$-set is a set of the form $F S(A)$ for some set $A \subset \mathbb{N}$ with cardinality $m+1$.
4. Let $c$ and $\vec{F}_{m}$ be as in part (3) of this example. Define the shape $\Lambda=\left\{\left(m, \vec{F}_{m}, c\right)\right.$ : $m \in \mathbb{N}\}$. A set $A \subset \mathbb{N}$ is $\Lambda$-rich if and only if it is an $I P_{0}$ set (cf. Definition 2.24).

One can reinterpret both Theorem 4.6 and Theorem 4.7 as providing an example each of a clique $\Lambda$ such that every central set is $\Lambda$-rich. Our next theorem provides a natural example of a clique $\Lambda$ with the stronger property that, for any finite partition of a $\Lambda$-rich set, one of the cells is still $\Lambda$-rich.

Theorem 4.12. Let $G$ be a countable commutative semigroup and let $\Lambda_{t}$ be the clique consisting of all shapes $(m, \vec{F}, c)$ with $m \in \mathbb{N}$, $c$ in the center of $\operatorname{End}(G)$ and $\vec{F}=\left(F_{1}, \ldots, F_{m}\right)$ where each $F_{j} \subset \operatorname{Hom}\left(G^{j}, G\right)$. In other words

$$
\Lambda_{t}=\left\{(m, \vec{F}, c): \begin{array}{l}
m \in \mathbb{N}, c \text { is in the center of } \operatorname{End}(G), \\
\vec{F}=\left(F_{1}, \ldots, F_{m}\right), F_{j} \subset \operatorname{Hom}\left(G^{j}, G\right) \forall j
\end{array}\right\}
$$

For any finite partition of a $\Lambda_{t}$-rich set, one of the cells is still $\Lambda_{t}$-rich.

If we take $G=\mathbb{N}$ then $\operatorname{End}(\mathbb{N})$ is isomorphic to the multiplicative semigroup $(\mathbb{N}, \times)$ and hence it is commutative; this means that any shape ( $m, \vec{F}, c$ ) arising from a triple $(m, p, c) \in \mathbb{N}^{3}$ as explained after Definition 4.1, is in $\Lambda_{t}$. Therefore Theorem 4.12 recovers

Deuber's solution of Rado's conjecture (that for any finite partition of a rich set, one of the cells must be rich).

Theorem 4.12 will be derived in Section 4.3 from its finitistic version, Theorem 4.15 below.

Definition 4.13. Let $G$ be a countable commutative semigroup. Let $m \in \mathbb{N}$ and, for each $i=1, \ldots, m$, let $F_{i} \subset \operatorname{Hom}\left(G^{i}, G\right)$ be finite. Also, let $\vec{F}=\left(F_{1}, \cdots, F_{m}\right)$ and let $c \in \operatorname{End}(G)$. We say that $c$ is concordant with $\vec{F}$ if there exists a non-zero homomorphism $b \in \operatorname{End}(G)$ and, for each $i \in\{1, \ldots, m\}$ and $f \in F_{i}$, there is a homomorphism $a_{f} \in \operatorname{Hom}\left(G^{i}, G\right)$ such that $c \circ a_{f}=f \circ \mathbf{b}$, where $\mathbf{b}: G^{i} \rightarrow G^{i}$ is the homomorphism $\mathbf{b}\left(g_{1}, \ldots, g_{i}\right)=\left(b\left(g_{1}\right), \ldots, b\left(g_{i}\right)\right)$.

Observe that the identity homomorphism $c: x \mapsto x$ is concordant with any $\vec{F}$. More generally, if $c$ is in the center of the semigroup $\operatorname{End}(G)$, then $c$ is concordant with any $\vec{F}$ (by taking $b=c$ and $a_{f}=f$ ).

When $c$ is an automorphism, it is concordant with any $\vec{F}$. Indeed, one can take $b$ to be the identity map and $a_{f}=c^{-1} \circ f$. In the following example, $c$ is neither in the center of $\operatorname{End}(G)$ nor is it an automorphism.

Example 4.14. Let $G=\mathbb{Z}^{2}$, let $m=1$, let $c \in \operatorname{End}\left(\mathbb{Z}^{2}\right)$ be the projection onto the first coordinate and let $\vec{F}=\left(F_{1}\right)$ where $F_{1}$ consists of finitely many endomorphisms of $\mathbb{Z}^{2}$ whose image is contained in $c\left(\mathbb{Z}^{2}\right)$. Then $c$ is concordant with $\vec{F}$.

Indeed, take $f \in F_{1}$. We let $b \in \operatorname{End}\left(\mathbb{Z}^{2}\right)$ be the identity map and $a_{f}=f$. Since the restriction of $c$ to its image is the identity map, we have $c \circ a_{f}=f \circ b$.

Theorem 4.15. Let $G$ be a countable commutative semigroup and let $\Lambda_{c}$ be the clique of all shapes $(m, \vec{F}, c)$ where $m \in \mathbb{N}, F_{i} \subset \operatorname{Hom}\left(G^{i}, G\right)$ for all $i=1, \ldots, m$ and $c$ is concordant with $\vec{F}$.

For any $r \in \mathbb{N}$ and any shape $(m, \vec{F}, c) \in \Lambda_{c}$ there exists another shape $(M, \vec{H}, C) \in$ $\Lambda_{c}$ such that any partition of an $(M, \vec{H}, C)$-set into r-cells, one of the cells contains an ( $m, \vec{F}, c$ )-set.

Moreover, if $c$ is the identity, we can take $C$ to be the identity as well, and if $c$ is in the center of $\operatorname{End}(G)$ we can take $C$ to be in the center of $\operatorname{End}(G)$.

The proof of Theorem 4.15 occupies most of Section 4.3.

### 4.2 Idempotent ultrafilters and $(m, \vec{F}, c)$-sets

Theorems 4.7 and 4.6 have similar proofs. To avoid repetition, we unify both results into a single abstract result; this is Theorem 4.23 below. Before formulating it, we need to introduce some definitions.

Definition 4.16 (R-family). Let $G, H$ be countable commutative semigroups and let $p \in$ $\beta G$ be an ultrafilter. Let $\Gamma$ be a set of functions from $H \rightarrow G$. We say that $\Gamma$ is an $R$-family ${ }^{1}$ with respect to $p$ if for every finite set $F \subset \Gamma$, every $A \in p$ and every IP-set $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $H$, there exist $x \in G$ and $\alpha \in \mathcal{F}$ such that

$$
x+f\left(y_{\alpha}\right) \in A \quad \forall f \in F
$$

Example 4.17. Let $G$ be a countable abelian group, let $j \in \mathbb{N}$ and let $H=G^{j}$. Then the family $\Gamma=\mathbb{P}\left(G^{j}, G\right)$ is an R-family with respect to any minimal idempotent ultrafilter. Indeed, let $p \in \beta G$ be a minimal idempotent ultrafilter and let $A \in p$. In view of Proposition $2.30, A$ is a piecewise syndetic set. Fix a finite set $F \subset \Gamma$ and an IP-set $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $G^{j}$. It follows from Corollary 2.45 that there exists $a \in A$ and $\alpha \in \mathcal{F}$ such that $a+f\left(y_{\alpha}\right) \in A$ for all $f \in F$, and hence $\Gamma$ is an R -family.

Example 4.18. Let $G$ be a countable commutative semigroup, let $j \in \mathbb{N}$ and let $H=G^{j}$. Then the family $\Gamma=\operatorname{Hom}\left(G^{j}, G\right)$ is an R-family with respect to any minimal idempotent ultrafilter. Indeed, let $p \in \beta G$ be a minimal idempotent ultrafilter and let $A \in p$. By definition, $A$ is a central set, hence a piecewise syndetic set. Fix a finite set $F \subset \Gamma$ and an IP-set $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $G^{j}$. It follows from Proposition 2.39 that there exists $a \in A$ and $\alpha \in \mathcal{F}$ such that $a+f\left(y_{\alpha}\right) \in A$ for all $f \in F$, and hence $\Gamma$ is an R-family.

[^5]Definition 4.19. Let $G, H$ be countable commutative semigroups and let $\Gamma$ be a set of functions from $H$ to $G$. We say that $\Gamma$ is licit if for any $f \in \Gamma$ and any $z \in H$, there exists a function $\phi_{z} \in \Gamma$ such that $f(y+z)=\phi_{z}(y)+f(z)$.

Example 4.20. Let $G, H$ be countable commutative semigroups and let $\Gamma \subset \operatorname{Hom}(H, G)$. It is not hard to see that $\Gamma$ is licit. Indeed, note that for every $f \in \Gamma$ and any $z \in H$ one can take $\phi_{z}=f$ in the definition.

Example 4.21. If $G, H$ are countable abelian groups, the set $\Gamma=\mathbb{P}(H, G)$ is licit. Indeed, for each $f \in \Gamma$ and $z \in H$ one can define $\phi_{z}(y):=f(y+z)-f(z)$. Clearly $\phi(0)=0$. For any $h \in H$, we have

$$
\begin{aligned}
\phi_{z}(y+h)-\phi_{z}(y) & =f(y+z+h)-f(z)-f(y+z)+f(z) \\
& =f((y+z)+h)-f(y+z)
\end{aligned}
$$

If $f \in \mathbb{P}(H, G)$ has degree $d$, then $f((y+z)+h)-f(y+z)$ is a polynomial map of degree at most $d-1$ in the variable $y$ (now both $h$ and $z$ are constants), and hence $\phi_{z}$ is also a polynomial map of degree at most $d$.

Definition 4.22. Let $G$ be a countable commutative semigroup. An endomorphism $c \in$ $\operatorname{End}(G)$ is called IP-regular if for every IP-set $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $G$ there exists an IP-set $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ such that $\left(c\left(y_{\alpha}\right)\right)_{\alpha \in \mathcal{F}}$ is a sub-IP-set of $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$ (and in particular $\left(c\left(y_{\alpha}\right)\right)_{\alpha \in \mathcal{F}}$ is itself an IP-set).

When $G=\mathbb{Z}$, any nontrivial endomorphism $c \in \operatorname{End}(\mathbb{Z})$ is IP-regular. It's not hard to see that when $G$ is an arbitrary countable abelian group, any endomorphism whose image has finite index is IP-regular. We can now formulate our abstract theorem (which has theorems 4.6 and 4.7 as corollaries):

Theorem 4.23. Let $G$ be a countable commutative semigroup, let $p \in \beta G$ be an idempotent ultrafilter and let $\Gamma_{1}, \Gamma_{2}, \ldots$ be $R$-families with respect to $p$ which are licit, where $\Gamma_{j}$ consists of maps from $G^{j}$ to $G$. Let $c: G \rightarrow G$ be IP-regular, let $m \in \mathbb{N}$ and, for each $j=1, \ldots, m$,
let $F_{j} \subset \Gamma_{j}$ be finite. Finally, put $\vec{F}=\left(F_{1}, \ldots, F_{m}\right)$. Then for any $A \in p$ there exists an IP-set $\left(\mathbf{s}_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $G^{m+1}$ such that $D\left(m, \vec{F}, c ; \mathbf{s}_{\alpha}\right) \subset A$ for every $\alpha \in \mathcal{F}$.

In order to prove Theorem 4.23 we first need to establish an abstract version of the central sets theorem.

Theorem 4.24. Let $G, H$ be countable commutative semigroups, let $p \in \beta G$ be an idempotent ultrafilter, let $\Gamma$ be an $R$-family with respect to $p$ which is licit. Then for any finite set $F \subset \Gamma$, any $A \in p$ and any IP set $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $H$, there exists a sub-IP-set $\left(z_{\beta}\right)_{\beta \in \mathcal{F}}$ of $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}$ and an IP-set $\left(x_{\beta}\right)_{\beta \in \mathcal{F}}$ in $G$ such that

$$
\forall f \in F \quad \forall \beta \in \mathcal{F} \quad x_{\beta}+f\left(y_{\beta}\right) \in A
$$

Proof. Let $B=\{n \in A: A-n \in p\}$. Because $p$ is an idempotent ultrafilter, $B \in p$. Moreover, by Lemma 4.14 in [HS98], for any $n \in B$, we have $B-n \in p$. We will construct sequences $x_{1}, x_{2}, \ldots$ in $G$ and $\alpha_{1}<\alpha_{2}<\cdots$ in $\mathcal{F}$ inductively, so that for each $n$ we have

$$
\begin{equation*}
\forall f \in F \quad \forall \beta \subset[n], \beta \neq \varnothing \quad x_{\beta}+f\left(z_{\beta}\right) \in B \tag{4.1}
\end{equation*}
$$

where $z_{\beta}=\sum_{i \in \beta} y_{\alpha_{i}}$.
Since $\Gamma$ is an R-family with respect to $p$, we can find $\alpha_{1} \in \mathcal{F}$ and $x_{1} \in G$ such that $x_{1}+f\left(y_{\alpha_{1}}\right) \in B$ for all $f \in F$; in other words we get (4.1) for $n=1$.

Now assume we have found $x_{1}, \ldots, x_{n}$ in $G$ and $\alpha_{1}<\cdots<\alpha_{n}$ in $\mathcal{F}$ such that (4.1) is true. Let

$$
C=B \cap\left(\bigcap_{\substack{\varnothing \neq \beta \subset[n] \\ f \in F}} B-x_{\beta}-f\left(z_{\beta}\right)\right)
$$

Each of the sets of the intersection is in $p$, and because $p$ is closed under finite intersections, also $C \in p$. We now take advantage of the fact that $\Gamma$ is licit to find, for each $f \in F$ and each nonempty $\beta \subset[n]$, a map $\phi_{\beta}^{f} \in \Gamma$ such that $f\left(z_{\beta}+y\right)=\phi_{\beta}^{f}(y)+f\left(z_{\beta}\right)$. Let $\Phi=F \cup\left\{\phi_{\beta}^{f}: \varnothing \neq \beta \subset[n] ; f \in F\right\}$. We can now use again the fact that $\Gamma$ is an R-family with respect to $p$ and find $x_{n+1} \in G$ and $\alpha_{n+1}>\alpha_{n}$ in $\mathcal{F}$ such that $x_{n+1}+f\left(z_{n+1}\right) \in C$
for all $f \in \Phi$, where $z_{n+1}:=y_{\alpha_{n+1}}$. We claim that (4.1) holds for $n+1$ with these choices, which will complete the induction and finish the proof.

Indeed, let $f \in F$ and let $\beta \subset[n+1]$ be non-empty. If $\beta \subset[n]$, then $x_{\beta}+f\left(z_{\beta}\right) \in B$ by the induction hypothesis. If $\beta=\{n+1\}$, then $x_{n+1}+f\left(z_{n+1}\right) \in C \subset B$ because $F \subset \Phi$. Otherwise the set defined by $\gamma:=\beta \backslash\{n+1\} \subset[n]$ is nonempty. Recalling that $x_{\beta}=x_{\gamma}+x_{n+1}$ and $z_{\beta}=z_{\gamma}+z_{n+1}$, we have

$$
x_{n+1}+\phi_{\gamma}^{f}\left(z_{n+1}\right) \in C \subset B-x_{\gamma}-f\left(z_{\gamma}\right),
$$

so

$$
x_{\gamma}+x_{n+1}+f\left(z_{\gamma}\right)+\phi_{\gamma}^{f}\left(z_{n+1}\right) \in B
$$

which is equivalent to

$$
x_{\beta}+f\left(z_{\beta}\right) \in B .
$$

A concrete corollary of this general result is Theorem 4.8, which can be interpreted as a polynomial version of the central sets theorem. It follows from Theorem 4.24 by taking $G$ to be a group and letting $H=G^{j}, \Gamma=\mathbb{P}\left(G^{j}, G\right)$, and $p$ to be a minimal idempotent. According to Example 4.17, $\Gamma$ is an R-family so Theorem 4.8 follows.

We are now in position to prove Theorem 4.23.
Proof of Theorem 4.23. What we need to show is that there exists some IP-set $\left(\mathbf{s}_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $G^{m+1}$ such that, for all $\alpha \in \mathcal{F}$,

$$
\begin{array}{cll} 
& c\left(s_{\alpha, 0}\right) & \in A  \tag{4.2}\\
\forall f \in F_{1} & f\left(s_{\alpha, 0}\right)+c\left(s_{\alpha, 1}\right) & \in A \\
\forall f \in F_{2} & f\left(s_{\alpha, 0}, s_{\alpha, 1}\right)+c\left(s_{\alpha, 2}\right) & \in A \\
\vdots & \vdots & \vdots \vdots \\
\forall f \in F_{m} & f\left(s_{\alpha, 0}, \ldots, s_{\alpha, m-1}\right)+c\left(s_{\alpha, m}\right) & \in A
\end{array}
$$

The proof goes by induction on $m$; assume first that $m=0$. Since $A$ belongs to an idempotent ultrafilter, it contains an IP-set, say $\left(\tilde{x}_{\alpha}\right)_{\alpha \in \mathcal{F}}$. Since $c$ is IP-regular, we can find
an IP-set $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$ such that $\left(c\left(x_{\alpha}\right)\right)$ is a sub-IP-set of $\left(\tilde{x}_{\alpha}\right)_{\alpha \in \mathcal{F}}$ and hence $c\left(x_{\alpha}\right) \in A$ for each $\alpha \in \mathcal{F}$. Let $\mathbf{s}_{\alpha}^{(0)}:=x_{\alpha}$ for each $\alpha \in \mathcal{F}$.

Now suppose that $m \geq 1$ and we have an IP-set in $G^{m}$

$$
\left(\mathbf{s}_{\alpha}^{(m-1)}\right)_{\alpha \in \mathcal{F}}=\left(\left(s_{\alpha, 0}^{(m-1)}, s_{\alpha, 1}^{(m-1)}, \ldots, s_{\alpha, m-1}^{(m-1)}\right)\right)_{\alpha \in \mathcal{F}}
$$

such that for any $\alpha \in \mathcal{F}$ we have $D\left(m-1, \vec{F}, c ; \mathbf{s}_{\alpha}^{(m-1)}\right) \subset A$; in other words, if we take $s_{i}=s_{\alpha, i}^{(m-1)}$ for each $i=0, \ldots, m-1$ we get the first $m$ lines of (4.2), for any $\alpha \in \mathcal{F}$.

Now apply Theorem 4.24 with $H=G^{m}, \Gamma=\Gamma_{m}, F=F_{m}$ and $\left(y_{\alpha}\right)_{\alpha \in \mathcal{F}}=\left(\mathbf{s}_{\alpha}^{(m-1)}\right)_{\alpha \in \mathcal{F}}$. We obtain a sub-IP-set $\left(\mathbf{t}_{\alpha}\right)$ of $\left(\mathbf{s}_{\alpha}^{(m-1)}\right)$ in $G^{m}$ and some IP set $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $G$ such that

$$
\begin{equation*}
\forall \alpha \in \mathcal{F} \quad \forall f \in F_{m} \quad x_{\alpha}+f\left(\mathbf{t}_{\alpha}\right) \in A \tag{4.3}
\end{equation*}
$$

Since $c$ is IP-regular we can find an IP-set $\left(y_{\beta}\right)_{\beta \in \mathcal{F}}$ in $G$ such that $\left(c\left(y_{\beta}\right)\right)_{\beta \in \mathcal{F}}$ is a sub-IP-set of $\left(x_{\alpha}\right)_{\alpha \in \mathcal{F}}$; in other words, there exist $\alpha_{1}<\alpha_{2}<\cdots$ such that $c\left(y_{\beta}\right)=\sum_{i \in \beta} x_{\alpha_{i}}$ for all $\beta \in \mathcal{F}$. To ease the notation, let $\alpha_{\beta}$ denote the set $\alpha_{\beta}:=\bigcup_{i \in \beta} \alpha_{i} \in \mathcal{F}$. Then

$$
\begin{equation*}
\forall \beta \in \mathcal{F} \quad c\left(y_{\beta}\right)=x_{\alpha_{\beta}} \tag{4.4}
\end{equation*}
$$

Now define $\left(\mathbf{s}_{\beta}^{(m)}\right)_{\beta \in \mathcal{F}}$ by taking the corresponding sub-IP-set of $\left(\mathbf{t}_{\alpha}\right)_{\alpha \in \mathcal{F}}$ for the first $m$ coordinates and letting $\left(y_{\beta}\right)_{\beta \in \mathcal{F}}$ be the last coordinate. More precisely we have:

$$
\mathbf{s}_{\beta}^{(m)}=\left(\mathbf{t}_{\alpha_{\beta}}, y_{\beta}\right) \in G^{m+1}
$$

Now fix $\beta \in \mathcal{F}$; we need to show that $D\left(m, \vec{F}, c ; \mathbf{s}_{\beta}^{(m)}\right) \subset A$. If $j \in\{0,1, \ldots, m-1\}$ and $f \in F_{j}$ then

$$
\begin{equation*}
f\left(s_{\beta, 0}^{(m)}, \ldots, s_{\beta, j-1}^{(m)}\right)+c\left(s_{\beta, j}^{(m)}\right)=f\left(s_{\alpha_{\beta}, 0}^{(m-1)}, \ldots, s_{\alpha_{\beta}, j-1}^{(m-1)}\right)+c\left(s_{\alpha_{\beta}, j}^{(m-1)}\right) \tag{4.5}
\end{equation*}
$$

and the expression in (4.5) is in $A$ by induction. If $j=m$ then

$$
\begin{equation*}
f\left(s_{\beta, 0}^{(m)}, \ldots, s_{\beta, j-1}^{(m)}\right)+c\left(s_{\beta, j}^{(m)}\right)=f\left(\mathbf{t}_{\alpha_{\beta}}\right)+c\left(y_{\beta}\right)=c\left(y_{\beta}\right)+f\left(\mathbf{t}_{\alpha_{\beta}}\right) \tag{4.6}
\end{equation*}
$$

By (4.4), the expression in (4.6) is equal to $x_{\alpha_{\beta}}+f\left(\mathbf{t}_{\alpha_{\beta}}\right)$ and hence, by (4.3), it is also in $A$. We conclude that $D\left(m, \vec{F}, c ; \mathbf{s}_{\beta}^{(m)}\right) \subset A$. This finishes the induction process and the proof.

We notice that Theorem 4.23 allows for repeated terms in $D(m, \vec{F}, c ; \mathbf{s})$, in other words, one could have $1 \leq i \leq j \leq m$ and $f \in F_{i}, g \in F_{j}$ such that

$$
f\left(s_{0}, \ldots, s_{i-1}\right)+c\left(s_{i}\right)=g\left(s_{0}, \ldots, s_{j-1}\right)+c\left(s_{j}\right)
$$

In fact, under the same conditions as Theorem 4.23, one may not be able to find $\mathbf{s}$ for which $D(m, \vec{F}, c ; \mathbf{s})$ has no repeated terms. However, if one makes the additional assumption that for every $j \in\{1, \ldots, m\}$ and every $f, g \in F_{j}$ the set $\left\{\mathbf{x} \in G^{j}: f(\mathbf{x})=g(\mathbf{x})\right\}$ is finite, then one can modify the above proof to guarantee the additional property that $D(m, \vec{F}, c ; \mathbf{s})$ has no repeated terms.

Indeed, observe that this condition implies that, for every $j \in\{1, \ldots, m\}$, the set

$$
\left\{\mathbf{x} \in G^{j}:\left(\exists f, g \in F_{j}\right): f(\mathbf{x})=g(\mathbf{x})\right\}
$$

is finite. Thus, given any IP-set $\left(\mathbf{x}_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $G^{j}$ there exists a sub-IP-set $\left(\mathbf{y}_{\beta}\right)_{\beta \in \mathcal{F}}$ such that for all $\beta \in \mathcal{F}$ and $f, g \in F_{j}$ one has $f\left(y_{\beta}\right) \neq g\left(y_{\beta}\right)$. Only one modification of the proof of Theorem 4.23 is needed to obtain this condition: after choosing the sub-IP-set $\left(\mathbf{t}_{\alpha}\right)$ of $\left(\mathbf{s}_{\alpha}^{(m-1)}\right)$ with the property (4.3), pass to a further sub-IP-set $\left(\mathbf{y}_{\beta}\right)$ of $\left(\mathbf{t}_{\alpha}\right)$ with the property that for all $\beta \in \mathcal{F}$ and all $f, g \in F_{j}$ one has $f\left(y_{\beta}\right) \neq g\left(y_{\beta}\right)$.

The following theorem summarizes the above discussion.

Theorem 4.25. Let $G, p, c, m, F_{1}, \ldots, F_{m}, \vec{F}$ be as in Theorem 4.23. Assume that for every $j \in\{1, \ldots, m\}$ and every $f, g \in F_{j}$ the set $\left\{\mathbf{x} \in G^{j}: f(\mathbf{x})=g(\mathbf{x})\right\}$ is finite. Then for any $A \in p$ there exists an IP-set $\left(\mathbf{s}_{\alpha}\right)_{\alpha \in \mathcal{F}}$ in $G^{m+1}$ such that $D\left(m, \vec{F}, c ; \mathbf{s}_{\alpha}\right)$ is contained in $A$ and has no repeated terms. More precisely, for every $\alpha \in \mathcal{F}$ and for all $i, j$ with $1 \leq i \leq j \leq m$ and $f \in F_{i}, g \in F_{j}$ we have

$$
f\left(s_{\alpha, 0}, \ldots, s_{\alpha, i-1}\right)+c\left(s_{\alpha, i}\right) \neq g\left(s_{\alpha, 0}, \ldots, s_{\alpha, j-1}\right)+c\left(s_{\alpha, j}\right)
$$

We will now deduce Theorems 4.6 and 4.7 from our abstract Theorem 4.23.

Proof of Theorem 4.6. Let $G$ be a countable commutative semigroup and let $A \subset G$ be a central set. Thus, there exists a minimal idempotent $p \in \beta G$ with $A \in p$.

Assume $(m, \vec{F}, c)$ is a shape in $G$ where $c$ is the identity map and that $F_{j} \subset \operatorname{Hom}\left(G^{j}, G\right)$ for each $j=1, \ldots, m$. The endomorphism $c$ is trivially IP-regular. For each $j \in \mathbb{N}$ let $\Gamma_{j}=\operatorname{Hom}\left(G^{j}, G\right)$; it follows from Example 4.18 that each $\Gamma_{j}$ is an R-family with respect to $p$. Finally, by Example 4.20 each $\Gamma_{j}$ is licit. We can now apply Theorem 4.23 to find $\mathbf{s} \in G^{m+1}$ with $D(m, \vec{F}, c ; \mathbf{s}) \subset A$ as desired.

Proof of Theorem 4.7. Let $G$ be a group and $(m, \vec{F}, c)$ is a shape in $G$ where $c$ is an endomorphism whose image has finite index in $G$ and, for each $j=1, \ldots, m, F_{j} \subset \mathbb{P}\left(G^{j}, G\right)$. To see that $c$ is IP-regular, observe that in view of Corollary 3.14 any IP-set has a sub-IP-set contained in the image of $c$, and that IP-sets carry through homomorphisms. For each $j \in \mathbb{N}$ let $\Gamma_{j}=\mathbb{P}\left(G^{j}, G\right)$; it follows from Example 4.17 that each $\Gamma_{j}$ is an R-family with respect to $p$. By Example 4.21 each $\Gamma_{j}$ is licit. We can now apply Theorem 4.23 to find $\mathbf{s} \in G^{m+1}$ with $D(m, \vec{F}, c ; \mathbf{s}) \subset A$ as desired.

### 4.3 Proof of partition regularity of $(m, \vec{F}, c)$-sets

In this section we prove Theorems 4.12 and 4.15. Our proof of Theorem 4.15 is inspired by a proof of Deuber's original result presented in [Gun02]. Before we start with the proofs we need a definition.

Definition 4.26. Let $G$ be a countable commutative semigroup, let ( $m, \vec{F}, c$ ) be a shape in $G$, let $\mathbf{s} \in G^{m+1}$ and let $k \in\{0,1, \ldots, m\}$. The $k$-th line of the $(m, \vec{F}, c)$-set $D(m, \vec{F}, c ; \mathbf{s})$ is the set

$$
\left\{f\left(s_{0}, \ldots, s_{k-1}\right)+c\left(s_{k}\right): f \in F_{k}\right\}
$$

Observe that $D(m, \vec{F}, c ; \mathbf{s})$ is the union of its $m+1$ lines.
The proof of Theorem 4.15 goes by induction. Due to its complicated nature it is convenient to isolate the induction step as a separate lemma.

Lemma 4.27. Let $G$ be a countable commutative semigroup with identity 0 , let $\Lambda_{c}$ be the clique defined in Theorem 4.15, let $(m, \vec{F}, c) \in \Lambda_{c}$ and let $r \in \mathbb{N}$. Then there exists a shape $(M, \vec{H}, C) \in \Lambda_{c}$ such that for any r-coloring of an $(M, \vec{H}, C)$-set such that the last $k$ lines
are each monochromatic (but different lines can have different colors) there exists a subset which is an $(m, \vec{F}, c)$-set whose last $k+1$ lines are each monochromatic.

Moreover, if $c$ is the identity map, we can take $C$ to be the identity map as well, and if $c$ is in the center of $\operatorname{End}(G)$ we can take $C$ to be in the center of $\operatorname{End}(G)$.

Proof. Since any subset of a monochromatic set is monochromatic, we can work with conveniently chosen supersets of the $F_{i}$ 's. Hence we may and will assume that each $F_{i}$ contains the projection homomorphisms $\pi_{j}: G^{i} \rightarrow G$ (in each coordinate) and the zero homomorphism. We will also add to each $F_{i}$ all the homomorphisms of the form

$$
\phi\left(x_{0}, \ldots, x_{i-1}\right)=f\left(x_{0}, \ldots, x_{j-1}\right) \quad \text { with } f \in F_{j} \text { and } j<i
$$

The main technical tool of our proof is Hales-Jewett's theorem (Theorem 2.38). Let $n=$ $H J\left(\left|F_{m-k}\right|, r\right)$ be such that any $r$-coloring of $F_{m-k}^{n}$ contains a monochromatic combinatorial line. Since $c$ is concordant with $\vec{F}$, there exists an endomorphism $b: G \rightarrow G$ and, for each $f \in F_{m-k}$, there exists $a_{f} \in \operatorname{Hom}\left(G^{m-k}, G\right)$ such that $c \circ a_{f}=f \circ \mathbf{b}\left(\right.$ where $\mathbf{b} \in \operatorname{End}\left(G^{m-k}\right)$ is defined by $\left.\mathbf{b}\left(x_{1}, \ldots, x_{m-k}\right)=b\left(x_{1}\right)+\cdots+b\left(x_{m-k}\right)\right)$.

For convenience we denote by $N$ the product $N=n(m-k)$ and let $M=N+k$. For each $j=1, \ldots, M$, let $H_{j}$ be a finite set of homomorphisms from $G^{j} \rightarrow G$ that will be determined later. Let $H_{N}$ be the set of all homomorphisms $\phi: G^{N} \rightarrow G$ of the form

$$
\phi\left(t_{0}, \ldots, t_{N-1}\right)=\sum_{i=0}^{n-1} f_{i} \circ \mathbf{b}\left(t_{i(m-k)}, t_{i(m-k)+1}, \ldots, t_{i(m-k)+m-k-1}\right)
$$

with $f_{0}, \ldots, f_{n-1} \in F_{m-k}$. Finally, make $\vec{H}=\left(H_{1}, \ldots, H_{M}\right)$ and $C=c \circ b$. Observe that if $c$ is in the center of $\operatorname{End}(G)$, then $b=c$, and hence $C$ is also in the center of $\operatorname{End}(G)$. Moreover, if $c$ is the identity map, then $b$ is also the identity map, and so is $C$.

Let $t_{0}, \ldots, t_{M} \in G$ be arbitrary and let $S_{H}$ be the $(M, \vec{H}, C)$-set they induce. It will simplify considerably the notation to let

$$
T_{i}:=\left(t_{i(m-k)}, t_{i(m-k)+1}, \ldots, t_{i(m-k)+m-k-1}\right) \in G^{m-k}
$$

for each $i=0, \ldots, n-1$. Thus, in particular, we can write

$$
H_{N}=\left\{\phi:\left(t_{0}, \ldots, t_{N-1}\right) \mapsto \sum_{i=0}^{n-1} f_{i} \circ \mathbf{b}\left(T_{i}\right): f_{0}, \ldots, f_{n-1} \in F_{m-k}\right\}
$$

Assume that we are given a coloring of $S_{H}$ into $r$ colors such that each of the last $k$ lines are monochromatic (but not necessarily of the same color).

Color $w=\left(f_{0}, \ldots, f_{n-1}\right) \in F_{m-k}^{n}$ with the color of

$$
\begin{equation*}
\sum_{i=0}^{n-1} f_{i} \circ \mathbf{b}\left(T_{i}\right)+C\left(t_{N}\right) \tag{4.7}
\end{equation*}
$$

Observe that the elements in (4.7) are in the $N$ th line of $S_{H}$. It follows from the HalesJewett theorem that one can find a variable word $w \in\left(F_{m-k} \cup\{*\}\right)^{n}$ which induces a monochromatic combinatorial line. We let $\langle n\rangle=\{0, \ldots, n-1\}$, let $A=\left\{i \in\langle n\rangle: w_{i}=*\right\}$ and let $B=\langle n\rangle \backslash A$. Now define

$$
u_{j}=\left\{\begin{array}{rll}
b\left(t_{M-m+j}\right) & \text { if } & m-k<j \leq m  \tag{4.8}\\
\sum_{i \in B} a_{w_{i}}\left(T_{i}\right)+b\left(t_{N}\right) & \text { if } & j=m-k \\
\sum_{i \in A} b\left(t_{i(m-k)+j}\right) & \text { if } & 0 \leq j<m-k
\end{array}\right.
$$

Note that, for each $\ell=0, \ldots, m$, the point $u_{m-\ell}$ depend only on $t_{0}, \ldots, t_{M-\ell}$.
We claim that, with the right choice of $\vec{H}$, the $(m, \vec{F}, c)$-set $S_{F}$ generated by $u_{0}, \ldots, u_{m}$ is a subset of $S_{H}$ and that each of the last $k+1$ lines of $S_{F}$ are monochromatic. Indeed, for $m-k<j \leq m$, the $j$-th line of $S_{F}$ is the set

$$
\left\{f\left(u_{0}, \ldots, u_{j-1}\right)+c\left(u_{j}\right): f \in F_{j}\right\}=\left\{f\left(u_{0}, \ldots, u_{j-1}\right)+C\left(t_{M-m+j}\right): f \in F_{j}\right\}
$$

This will be a subset of the line $M-m+j$ of $S_{H}$ if we make $H_{M-m+j}$ contain all the homomorphisms $\phi$ of the form

$$
\phi\left(t_{0}, \ldots, t_{M-m+j-1}\right)=f\left(u_{0}, \ldots, u_{j-1}\right)
$$

for any $f \in F_{j}$, any possible choice of $A, B \subset\langle n\rangle$ and any $w_{i} \in F_{m-k}$ (with the $u_{j}$ 's being determined by (4.8)). Hence the $j$-th line of $S_{F}$ is monochromatic.

The ( $m-k$ )-th line of $S_{F}$ is the set

$$
\begin{aligned}
& \left\{f\left(u_{0}, \ldots, u_{m-k-1}\right)+c\left(u_{m-k}\right): f \in F_{m-k}\right\} \\
= & \left\{f\left(\sum_{i \in A} \mathbf{b}\left(T_{i}\right)\right)+\sum_{i \in B} c \circ a_{w_{i}}\left(T_{i}\right)+C\left(t_{N}\right): f \in F_{m-k}\right\} \\
= & \left\{\sum_{i \in A} f \circ \mathbf{b}\left(T_{i}\right)+\sum_{i \in B} w_{i} \circ \mathbf{b}\left(T_{i}\right)+C\left(t_{N}\right): f \in F_{m-k}\right\}
\end{aligned}
$$

which is precisely the monochromatic combinatorial line found by applying the HalesJewett's theorem. Hence the $(m-k)$-th line of $S_{F}$ is inside $S_{H}$ and it is monochromatic.

For $j<m-k$, the $j$-th line of $S_{F}$ is the set

$$
\begin{aligned}
& \left\{f\left(u_{0}, \ldots, u_{j-1}\right)+c\left(u_{j}\right): f \in F_{j}\right\} \\
= & \left\{f\left(u_{0}, \ldots, u_{j-1}\right)+c\left(\sum_{i \in A} b\left(t_{i(m-k)+j}\right)\right): f \in F_{j}\right\}
\end{aligned}
$$

Let $a=\max A$. Then the $j$-th line of $S_{F}$ can be written as

$$
\left\{f\left(u_{0}, \ldots, u_{j-1}\right)+\sum_{i \in A \backslash\{a\}} C\left(t_{i(m-k)+j}\right)+C\left(t_{a(m-k)+j}\right): f \in F_{j}\right\}
$$

which will be contained in the $a(m-k)+j$-th line of $S_{H}$ if we make $H_{a(m-k)+j}$ contain all the homomorphisms $\phi$ of the form

$$
\phi\left(t_{0}, \ldots, t_{a(m-k)+j}\right)=\sum_{i \in A} f\left(u_{0}, \ldots, u_{j-1}\right)+C\left(t_{i(m-k)+j}\right)
$$

for any $f \in F_{j}$ and any possible choice of $A \subset\langle a\rangle$, where the dependence of $u_{i}$ on $t_{i}$ is given by (4.8).

It is routine to verify that $C$ is concordant with $H$. This finishes the proof.

We move now to proving Theorem 4.15.

Proof of Theorem 4.15. If $r=1$ there is nothing to prove so we assume $r>1$. Let $(m, \vec{F}, c) \in \Lambda_{c}$, let $n=m(r-1)$ and, for each $j=1, \ldots, n$, let $H_{j}^{(0)}$ be a finite set of homomorphisms $\phi: G^{j} \rightarrow G$ of the following form. Take $\ell \in\{1, \ldots, j\}$ and let $0 \leq i_{1}<\cdots<i_{\ell}<j$ be arbitrary. Let $f \in F_{\ell}$ and define

$$
\phi_{f, i_{1}, \ldots, i_{\ell}}\left(x_{0}, \ldots, x_{j-1}\right)=f\left(x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{\ell}}\right)
$$

We let $H_{j}^{(0)}=\left\{\phi_{f, i_{1}, \ldots, i_{\ell}} \mid \ell \in\{1, \ldots, j\}, f \in F_{\ell}, 0 \leq i_{1}<\cdots<i_{\ell}<j\right\}$. Now let $\vec{H}^{(0)}=$ $\left(H_{1}^{(0)}, \ldots, H_{m_{0}}^{(0)}\right)$. Finally, put $c_{0}=c$ and $m_{0}=n$.

Applying repeatedly Lemma 4.27, we construct inductively sequences $\left(m_{i}\right)_{i=0}^{n},\left(\vec{H}^{(i)}\right)_{i=0}^{n}$ and $\left(c_{i}\right)_{i=0}^{n}$, such that the shape ( $m_{i}, \vec{H}^{(i)}, c_{i}$ ) satisfies the conclusion of Lemma 4.27 when we input the shape $\left(m_{i-1}, \vec{H}^{(i-1)}, c_{i-1}\right)$ and set $k=n-i$.

Let $M=m_{n}, \vec{H}=\vec{H}^{(n)}$ and $C=c_{n}$. By construction, for any $r$-coloring of an $(M, \vec{H}, C)$-set $S_{H}$ we can find a subset which is a ( $\left.m_{n-1}, \vec{H}^{(n-1)}, c_{n-1}\right)$-set with the last line monochromatic. Iterating, we obtain for each $i=0, \ldots, n$, a sub $\left(m_{i}, \vec{H}^{(i)}, c_{i}\right)$-set with the last $n-i$ lines monochromatic. In particular, setting $i=0$ we obtain a ( $n, \vec{H}^{(0)}, c$ )-set with each line monochromatic (but different lines can have different colors).

Let $\mathbf{t}=\left(t_{0}, \ldots, t_{n}\right)$ be the generator of this $\left(n, \vec{H}^{(0)}, c\right)$-set. Applying the pigeonhole principle one can find, among the $n+1$ lines of $D\left(n, \vec{H}^{(0)}, c ; \mathbf{t}\right), m+1$ lines of the same color, say the lines $\ell_{0}, \ell_{2}, \ldots, \ell_{m}$. For each $j=0, \ldots, m$ let $s_{j}=t_{\ell_{j}}$ and let $\mathbf{s}=\left(s_{0}, \ldots, s_{m}\right)$. By the construction of $H_{j}^{(0)}$ we deduce that the $j$-th line of $D(m, \vec{F}, c ; \mathbf{s})$ is contained in $\ell_{j}$-th line of $D\left(n, \vec{H}^{(0)}, c ; \mathbf{t}\right)$. Therefore $D(m, \vec{F}, c ; \mathbf{s})$ is monochromatic as desired.

To derive Theorem 4.12 from Theorem 4.15 we need first to establish a lemma.
Definition 4.28. Given two shapes $\lambda_{1}=\left(m_{1}, \vec{F}^{(1)}, c_{1}\right)$ and $\lambda_{2}=\left(m_{2}, \vec{F}^{(2)}, c_{2}\right)$ in a countable commutative semigroup $G$, we say that $\lambda_{1}$ contains $\lambda_{2}$ if for every $\mathbf{s}_{1} \in G^{m_{1}+1}$ there exists $\mathbf{s}_{2} \in G^{m_{2}+1}$ such that

$$
D\left(m_{1}, \vec{F}^{(1)}, c_{1} ; \mathbf{s}_{1}\right) \supset D\left(m_{2}, \vec{F}^{(2)}, c_{2} ; \mathbf{s}_{2}\right) .
$$

Lemma 4.29. Let $G$ be a countable commutative semigroup and let $\Lambda_{t}$ be the clique defined in Theorem 4.12. For any two shapes $\lambda_{1}, \lambda_{2} \in \Lambda_{t}$ there exists some shape $\lambda \in \Lambda$ which contains both $\lambda_{1}$ and $\lambda_{2}$.

Proof. Let $\left(m_{i}, F^{(i)}, c_{i}\right)=\lambda_{i}$ for $i=1,2$. Let $c=c_{1} \circ c_{2}=c_{2} \circ c_{1}$ and let $m=\max \left(m_{1}, m_{2}\right)$. We can assume that $m_{1}=m_{2}=m$, putting $F_{k}^{(i)}=\varnothing$ for $k>m_{i}$ if necessary. For each $i=1,2$ and $n=1, \ldots, m$, let $\mathbf{c}_{i} \in \operatorname{End}\left(G^{n}\right)$ be the map $\mathbf{c}_{i}:\left(g_{0}, \ldots, g_{n-1}\right) \mapsto$ $\left(c_{i}\left(g_{0}\right), \ldots, c_{i}\left(g_{n-1}\right)\right)$ and let

$$
F_{n}=\left\{f \circ \mathbf{c}_{2}: f \in F_{n}^{(1)}\right\} \cup\left\{f \circ \mathbf{c}_{1}: f \in F_{n}^{(2)}\right\}
$$

Let $F=\left(F_{1}, \ldots, F_{m}\right)$ and let $\lambda=(m, \vec{F}, c)$. Since both $c_{1}$ and $c_{2}$ are in the center of $\operatorname{End}(G)$, so is $c$ and hence $\lambda \in \Lambda_{t}$.

Finally, given any $\mathbf{s} \in G^{m}$ we need to show that $D(m, \vec{F}, c ; \mathbf{s})$ contains an $\left(m_{i}, F^{(i)}, c_{i}\right)$ set for each $i=1,2$. Let $\mathbf{s}^{(1)}=\mathbf{c}_{2}(\mathbf{s})=\left(c_{2}\left(s_{0}\right), \ldots, c_{2}\left(s_{m}\right)\right)$ and let $\mathbf{s}^{(2)}=\mathbf{c}_{1}(\mathbf{s})=$ $\left(c_{1}\left(s_{0}\right), c_{1}\left(s_{1}\right), \ldots, c_{1}\left(s_{m}\right)\right)$. We claim that

$$
D\left(m_{i}, F^{(i)}, c_{i} ; \mathbf{s}^{(i)}\right) \subset D(m, \vec{F}, c ; \mathbf{s})
$$

Indeed, for any $i=1,2$, any $n=0,1, \ldots, m$ and any $f \in F_{n}^{(i)}$ we have

$$
\begin{equation*}
c_{i}\left(s_{n}^{(i)}\right)+f\left(s_{n-1}^{(i)}, \ldots, s_{0}^{(i)}\right)=c_{i}\left(c_{3-i}\left(s_{n}\right)\right)+f\left(\mathbf{c}_{3-i}\left(s_{n-1}, \ldots, s_{0}\right)\right) \tag{4.9}
\end{equation*}
$$

Since $c_{i} \circ c_{3-i}=c$ and for $f \in F_{n}^{(i)}$ we have $f \circ \mathbf{c}_{3-i} \in F_{n}$, we deduce that the element (4.9) is in $D(m, \vec{F}, c ; \mathbf{s})$ as desired.

Proof of Theorem 4.12. Let $A$ be a $\Lambda_{t}$-rich set and consider an arbitrary finite partition $A=A_{1} \cup \cdots \cup A_{r}$. Assume none of the $A_{i}$ is $\Lambda$-large. Then for each $i \in\{1, \ldots, r\}$ there exists a shape $\lambda_{i} \in \Lambda_{t}$ such that $A_{i}$ does not contain an $(m, \vec{F}, c)$-set of shape $\lambda_{i}$.

Applying Lemma $4.29 r-1$ times, one can find a shape $\lambda \in \Lambda_{t}$ that contains each of the shapes $\lambda_{1}, \ldots, \lambda_{r}$. Therefore, none of the $A_{i}$ can contain an $(m, \vec{F}, c)$-set of shape $\lambda$.

It follows from Theorem 4.15 that there exists a shape $(M, \vec{H}, C) \in \Lambda_{t}$ such that any partition of an $(M, \vec{H}, C)$-set into $r$ cells contains a $(m, \vec{F}, c)$-set in a single cell. On the one hand, because $A$ was assumed to be $\Lambda_{t}$-large, it will contain an $(M, \vec{H}, C)$-set. On the other hand, this implies that some $A_{i}$ contains an $(m, \vec{F}, c)$-set, contradicting the construction above. This contradiction implies that some $A_{i}$ must be $\Lambda_{t}$-large.

Theorems 4.15 and 4.12 deal only with shapes $(m, \vec{F}, c)$ where each component $F_{i}$ of $\vec{F}$ is a set of homomorphisms. It is not clear if the methods used to prove them can be adapted to more general cliques, such as those where the $F_{i}$ are allowed to contain polynomial maps.

### 4.4 Applications to systems of equations in commutative semigroups

In this section we derive some corollaries of our results that pertain to partition regularity of homogeneous systems of equations. In particular we show that the sufficient condition
in Rado's theorem, when appropriately formulated, applies to any countable commutative semigroup. Our departure point is Rado's theorem itself.

Definition 4.30. Let $d, k \in \mathbb{N}$, let $A$ be a $k \times d$ matrix with integer coefficients and let $c_{1}, \ldots, c_{d} \in \mathbb{Z}^{k}$ be the columns of $A$. We say that $A$ satisfies the columns condition if there exist $m \in \mathbb{N}$ and integers $0=d_{0}<d_{1}<d_{2}<\cdots<d_{m}<d_{m+1}=d$ such that for every $0 \leq j \leq m$, the sum

$$
c_{d_{j}+1}+c_{d_{j}+2}+\cdots+c_{d_{j+1}}
$$

is in the linear span (over $\mathbb{Q}$ ) of the set $\left\{c_{i}: i \leq d_{j}\right\}$ (with the understanding that the only vector in the linear span of the empty set is $\mathbf{0}$ ).

Theorem 4.31 (Rado [Rad33]). Let $d, k \in \mathbb{N}$ and let $A$ be a $k \times d$ matrix with integer entries. Then for any finite coloring of $\mathbb{N}$ there exists $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{N}^{d}$ with all coordinates in the same color and $A \mathbf{x}=\mathbf{0}$ if and only if $A$ satisfies the columns condition (possibly after some permutation of the columns of $A$ ).

The 'if' direction of Rado's theorem follows directly from Deuber's Theorem 1.11. The idea is that the columns condition implies the existence of a triple $(m, p, c) \in \mathbb{N}^{3}$ such that any ( $m, p, c$ )-set contains a solution to $A \mathbf{x}=\mathbf{0}$.

More precisely, using the columns condition one can find a $d \times(m+1)$ matrix $B$ such that $A B=0$ and, for any $\mathbf{s} \in \mathbb{N}^{m+1}$, the entries of the vector $B \mathbf{s}$ are contained in the ( $m, p, c$ )-set $D(m, p, c ; \mathbf{s})$ for some $c, p \in \mathbb{N}$ that only depend on $A$. Then, for any finite coloring of $\mathbb{N}$ one can find $\mathbf{s} \in \mathbb{N}^{m+1}$ such that $D(m, p, c ; \mathbf{s})$ is monochromatic, and in particular, all coordinates of $B \mathbf{s}$ are monochromatic. Since $A B=0$, also $A(B \mathbf{s})=0$. The details of this deduction can be found, for instance, in [GRS90].

We now turn to linear systems of equations in countable commutative semigroups and establish an analogue of the columns condition in this setting.

Definition 4.32. Let $G$ be a countable commutative semigroup with identity 0 , let $k, d \in \mathbb{N}$ and let $A: G^{d} \rightarrow G^{k}$ be a homomorphism. For each $i=1, \ldots, d$ let $c_{i}: G \rightarrow G^{k}$ be the map defined by $c_{i}(x)=A(0, \ldots, 0, x, 0, \ldots, 0)$, where the $x$ appears in the $i$-th position.

We say that $A$ satisfies the columns condition if there exist $c \in \operatorname{End}(G), m \in \mathbb{N}$ and $0=d_{0}<d_{1}<\cdots<d_{m+1}=d$ such that

1. The composition $\left(c_{1}+c_{2}+\cdots+c_{d_{1}}\right) \circ c$ is the zero map;
2. For each $1 \leq t \leq m$ there are $f_{1}^{(t)}, \ldots, f_{d_{t}}^{(t)} \in \operatorname{End}(G)$ such that

$$
\begin{equation*}
\left(c_{d_{t}+1}+\cdots+c_{d_{t+1}}\right) \circ c+\left(c_{1} \circ f_{1}^{(t)}+\cdots+c_{d_{t}} \circ f_{d_{t}}^{(t)}\right)=0 \tag{4.10}
\end{equation*}
$$

This definition can be seen as a direct extension of Definition 4.30. Indeed, when $G=\mathbb{Z}$, the only homomorphisms are multiplication by a fixed integer and equation (4.10) expresses the fact the sum $c_{d_{t}+1}+\cdots+c_{d_{t+1}}$ is a linear combination of $c_{1}, \ldots, c_{d_{t}}$.

The next proposition is an extension of the 'if' part of Rado's theorem to countable commutative semigroups.

Proposition 4.33. Let $G$ be a countable commutative semigroup with identity 0 , let $k, d \in \mathbb{N}$ and let $A: G^{d} \rightarrow G^{k}$ be a homomorphism which satisfies the columns condition for some $c \in \operatorname{End}(G)$ that is either in the center of $\operatorname{End}(G)$ or is IP-regular. Then for any finite coloring of $G$ there exists $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right)$ with all entries in the same color such that $A(\mathbf{x})=\mathbf{0}$.

Proof. Let $m \in \mathbb{N}$ and $c \in \operatorname{End}(G)$ be given by the columns condition. For each $j=1, \ldots, m$ let

$$
F_{j}=\left\{f:\left(s_{0}, \ldots, s_{j-1}\right) \mapsto \sum_{\ell=0}^{j-1} f_{i}^{(m-\ell)}\left(s_{\ell}\right): d_{m-j}<i \leq d_{m+1-j}\right\}
$$

and let $\vec{F}=\left(F_{1}, \ldots, F_{m}\right)$. Assume we are given a finite coloring of $G$. Appealing to either Theorem 4.15 or Theorem 4.23 (according to whether $c$ is in the center of $\operatorname{End}(G)$ or IPregular) we can find $\mathbf{s} \in G^{m+1}$ such that the ( $\left.m, \vec{F}, c\right)$-set $D(m, \vec{F}, c ; \mathbf{s})$ is monochromatic. For each $i=1, \ldots, d$, let $j \in\{0, \ldots, m\}$ be such that $d_{m-j}<i \leq d_{m+1-j}$ (and observe that $j$ is uniquely determined). Let

$$
x_{i}=\sum_{\ell=0}^{j-1} f_{i}^{(m-\ell)}\left(s_{\ell}\right)+c\left(s_{j}\right)
$$

Observe that $x_{i} \in D(m, \vec{F}, c ; \mathbf{s})$ and hence all the entries of the vector $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right) \in G^{d}$ are of the same color. Finally we need to check that $A(\mathbf{x})=\mathbf{0}$. Let $c_{1}, \ldots, c_{d}$ be as in Definition 4.32 and observe that each $c_{i}: G \rightarrow G^{k}$ is a homomorphism. We have

$$
\begin{aligned}
A(\mathbf{x}) & =\sum_{i=1}^{d} c_{i}\left(x_{i}\right)=\sum_{j=0}^{m} \sum_{i=d_{m-j}+1}^{d_{m-j+1}} c_{i}\left(x_{i}\right) \\
& =\sum_{j=0}^{m} \sum_{i=d_{m-j}+1}^{d_{m-j+1}} c_{i}\left(\sum_{\ell=0}^{j-1} f_{i}^{(m-\ell)}\left(s_{\ell}\right)+c\left(s_{j}\right)\right) \\
& =\sum_{j=0}^{m} \sum_{i=d_{m-j}+1}^{d_{m-j+1}}\left(c_{i} \circ c\right)\left(s_{j}\right)+\sum_{j=0}^{m} \sum_{i=d_{m-j}+1}^{d_{m-j+1}} \sum_{\ell=0}^{j-1}\left(c_{i} \circ f_{i}^{(m-\ell)}\right)\left(s_{\ell}\right) \\
& =\sum_{\ell=0}^{m}\left[\sum_{i=d_{m-\ell}+1}^{d_{m-\ell+1}}\left(c_{i} \circ c\right)+\sum_{j=0}^{m-\ell-1} \sum_{i=d_{m-j}}^{d_{m-j+1}}\left(c_{i} \circ f_{i}^{(m-\ell)}\right)\right]\left(s_{\ell}\right) \\
& =\sum_{t=0}^{m}\left[\left(\sum_{i=d_{t}+1}^{d_{t+1}} c_{i}\right) \circ c+\sum_{i=1}^{d_{t}} c_{i} \circ f_{i}^{(t)}\right]\left(s_{\ell}\right) \\
& =0
\end{aligned}
$$

where the last equality follows from the columns conditions.

While Proposition 4.33 provides a quite satisfactory extension of the sufficient condition in Rado's theorem to a general seting, it is not even clear how to formulate the necessary condition.

Problem 4.34. Let $G$ be a countable commutative cancelative semigroup, let $k, d \in \mathbb{N}$ and let $A: G^{d} \rightarrow G^{k}$ be a homomorphism. Give necessary and sufficient conditions for $A$ so that for any finite partition of $G$ there exists a non-zero $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right)$ with all entries in the same cell of the partition and such that $A(\mathbf{x})=\mathbf{0}$.

We conclude by remarking that an analogue of the columns condition can be concocted for polynomial equations in such a way that an analogue of Proposition 4.33 holds, but the condition is cumbersome and so it appears to be of little practical value.

## CHAPTER 5

## PATTERNS $\{x+y, x y\}$ IN LARGE SETS OF COUNTABLE FIELDS

In this chapter we present work from [BM16a] and [BM16a] on the presence (and abundance) of $\{x+y, x y\}$ patterns in large subsets of countable fields.

### 5.1 Introduction

Theorem 4.2, stated in the previous section, is a polynomial extension of Deuber's theorem, which in turn characterizes the linear Ramsey families in $\mathbb{N}$. However, as mentioned above, not every polynomial Ramsey family is included in the ( $m, \vec{F}, c$ )-sets which appear in Theorem 4.2. One reason for this is that Theorem 4.2 was obtained as the joint extension of the polynomial van der Waerden theorem and the (linear) Folkman's theorem. Recalling that the classical Deuber's theorem is itself the outcome of combining the (linear) van der Waerden's theorem with Folkman's theorem, perhaps in order to obtain every polynomial Ramsey family one has to combine the polynomial van der Waerden's theorem with a polynomial version of Folkman's theorem.

Unfortunately, it is not clear what a polynomial version of Folkman's theorem would look like. One option was suggested in the book [GRS90] of Graham, Rothschild and Spencer in the late 1970's:

Conjecture 5.1 ([GRS90, end of Section 3.4]). For every finite coloring of $\mathbb{N}$ and every $m \in \mathbb{N}$ there exists a color $C$ and a set $A \subset \mathbb{N}$ with $|A|=m$ such that $F S(A) \cup F P(A) \subset C$, where we denote by $F P(A)$ the finite product set, i.e., the analogue of $F S(A)$ for the multiplicative semigroup structure $(\mathbb{N}, \times)$.

We can state Conjecture 5.1 in the language of Ramsey families as saying that for every $m \in \mathbb{N}$ the family $\left\{S_{A}: \varnothing \neq A \subset\{1, \ldots, m\}\right\} \cup\left\{P_{A}: \varnothing \neq A \subset\{1, \ldots, m\}\right\}$ is Ramsey in $\mathbb{N}$, where for any non-empty $A \subset\{1, \ldots, m\}$ the functions $S_{A}, P_{A}: \mathbb{N}^{m} \rightarrow \mathbb{N}$ are defined as

$$
S_{A}:\left(x_{1}, \ldots, x_{m}\right) \mapsto \sum_{i \in A} x_{i} \quad \text { and } \quad P_{A}:\left(x_{1}, \ldots, x_{m}\right) \mapsto \prod_{i \in A} x_{i}
$$

The case $m=2$ of Conjecture 5.1 is precisely Conjecture 1.4 from the introduction and corresponds to a polynomial version of Schur's theorem. As even the case $m=2$ is still open, it is possible that Conjecture 5.1 will be very hard to solve. On the other hand, Conjecture 5.1 is only a special case of Problem 1.12.

Very recently we have established a weaker version of Conjecture 1.4 (see Theorem 1.5). In this chapter we study certain density analogues of this kind of questions in countable fields and certain subrings. Besides its intrinsic interest, the ideas and techniques developed in this chapter also paved the way for the proof of Theorem 1.5 in [Mor] (presented in the next chapter).

## $\{x+y, x y\}$ patterns in large subsets of countable fields

Not every set of positive (additive) upper density in $\mathbb{N}$ contains a configuration $\{x+y, x y\}$. Indeed no such pair can consist solely of odd numbers and in fact there are sets $A \subset$ $\mathbb{N}$ which are simultaneously thick with respect to addition and to multiplication (hence having density one with respect to suitable Følner sequences), and yet contain no non-trivial configurations $\{x+y, x y\}$ (see Theorem 5.35 below). However, as we saw in Chapter 3, the affine structures of $\mathbb{N}$ and of $\mathbb{Q}$ are significantly different: the affine semigroup $\mathcal{A}_{\mathbb{N}}$ of $\mathbb{N}$ is non-amenable, while $\mathcal{A}_{\mathbb{Q}}$ is a solvable (hence amenable) group. In particular, $\mathbb{Q}$ possesses double Følner sequences (see Proposition 3.6) and hence there are finitely additive probability measures on all subsets of $\mathbb{Q}$ which are invariant under any affine transformation.

We show that any large set in $\mathbb{Q}$ with respect to an affinely invariant mean contains the sought-after configurations, which leads to a partition result involving three-element sets having the form $\{x, y+x, y x\}$. In fact, the ergodic method that we employ works equally well in the framework of arbitrary countable fields.

Theorem 5.2. Let $K$ be a countable field, let $\left(F_{N}\right)_{N \in \mathbb{N}}$ be a double Følner sequence in $K$ and let $E \subset K$ be such that $\bar{d}_{\left(F_{N}\right)}(E)>0$. Then there are infinitely many pairs $x, y \in K^{*}$ with $x \neq y$ such that

$$
\begin{equation*}
\{x+y, x y\} \subset E \tag{5.1}
\end{equation*}
$$

A precise formulation of how large is the set of pairs $(x, y)$ that satisfy equation (5.1) is given by Theorem 5.10 below. In view of the correspondence principle (Theorem 3.24 in Chapter 3), Theorem 5.2 can be easily derived from the following ergodic result, which can be seen as an affine version of Khintchine's recurrence theorem.

Corollary 5.3. Let $K$ be an infinite countable field, let $\left(X, \mathcal{B}, \mu,\left(T_{g}\right)_{g \in \mathcal{A}_{K}}\right)$ be a probability measure preserving system and let $B \in \mathcal{B}$. Then, for any $\delta \in(0,1)$, the set

$$
\begin{equation*}
\mathcal{R}(B, \delta):=\left\{u \in K: \mu\left(T_{M_{u}}^{-1} B \cap T_{A_{u}}^{-1} B\right)>\delta \mu(B)^{2}\right\} \tag{5.2}
\end{equation*}
$$

is affinely syndetic.
It is not hard to see that the quantity $\mu(B)^{2}$ in (5.2) is the largest possible (consider for example the case when the action of $\mathcal{A}_{K}$ is strongly mixing).

Corollary 5.3 is in turn derived from the following analogue of von Neumann's mean ergodic theorem:

Theorem 5.4. Let $K$ be an infinite countable field, let $\left(U_{g}\right)_{g \in \mathcal{A}_{K}}$ be a unitary representation of $\mathcal{A}_{K}$ on a Hilbert space $\mathcal{H}$, let $I=\left\{f \in \mathcal{H}:\left(\forall g \in \mathcal{A}_{K}\right) U_{g} f=f\right\}$ be the invariant subspace and let $P: \mathcal{H} \rightarrow I$ be the orthogonal projection onto $I$. Then for any $f \in \mathcal{H}$ and any double Følner sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$ in $K$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} U_{M_{u} A_{-u}} f=P f \tag{5.3}
\end{equation*}
$$

Employing a method developed by Bergelson in [Ber86] we can then quickly deduce from Corollary 5.3 the following partition statement:

Theorem 5.5 (see Theorem 5.18 for a more precise formulation). Let $K$ be a countable field. Given a finite coloring $K=\bigcup C_{i}$, there exists a color $C_{i}$ and $x, y \in K$ such that $\{x, x+y, x y\} \subset C_{i}$.

We remark that it follows from Theorem 5.18 below that $x$ and $y$ can in fact be chosen from outside any prescribed finite set.

When trying to obtain analogues of Corollary 5.3 or Theorem 5.4 for $\mathbb{Z}$ or other rings one runs into serious difficulties, the main problem being the lack of amenability of the affine semigroup. Therefore it is a priori not clear what kind of statement similar to Theorem 5.4 can be formulated (and proved) if one replaces fields by more general rings. In particular, one would like to know if the corresponding set $\mathcal{R}(B, \delta)$ from (5.2) is non-empty (or indeed affinely syndetic) for any measure preserving action of the affine semigroup $\mathcal{A}_{\mathbb{Z}}$ of $\mathbb{Z}$.

We developed an alternative approach to obtaining Corollary 5.3 which does not rely on the existence of a double Følner sequence. This approach, based on convergence along ultrafilters, not only allows one to a have reasonable analogue of Theorem 5.4 to actions of affine semigroups of general LID's, but also leads to a strong generalization of Corollary 5.3 which guarantees that the sets $\mathcal{R}(B, \delta)$ are not only affinely syndetic but actually possess the filter property.

Theorem 5.6. Let $R$ be an LID, let $t \in \mathbb{N}$ and, for each $i=1, \ldots, t$, let $\left(\Omega_{i}, \mu_{i}\right)$ be a probability space, let $\left(T_{g}^{(i)}\right)_{g \in \mathcal{A}_{R}}$ be a measure preserving action of the affine semigroup $\mathcal{A}_{R}$ of $K$ on $\left(\Omega_{i}, \mu_{i}\right)$ and let $B_{i} \subset \Omega_{i}$ be a measurable set with positive measure. Let $\delta \in(0,1)$ and let $\mathcal{R}\left(B_{i}, \delta\right)$ be defined as in equation (5.2) with respect to the action $\left(T_{g}^{(i)}\right)_{g \in \mathcal{A}_{R}}$. Then the intersection

$$
\begin{equation*}
\mathcal{R}\left(B_{1}, \delta\right) \cap \ldots \cap \mathcal{R}\left(B_{t}, \delta\right) \tag{5.4}
\end{equation*}
$$

is affinely syndetic (and, in particular, nonempty).
Observe that, in general, affinely syndetic sets do not have the finite intersection property. For example, the subsets of rational numbers defined by

$$
E_{1}=\bigcup_{n \in \mathbb{Z}}[2 n, 2 n+1) \subset \mathbb{Q} \quad E_{2}=\bigcup_{n \in \mathbb{Z}}[2 n-1,2 n) \subset \mathbb{Q}
$$

are both additively (hence affinely) syndetic, but have empty intersection.
Remark 5.7. To appreciate the power of the ultrafilter approach, one should note that the Cesàro convergence results established in [BM16a] imply only the affine syndeticity of the
intersections

$$
\begin{equation*}
\mathcal{R}\left(B_{1}, 0\right) \cap \ldots \cap \mathcal{R}\left(B_{t}, 0\right) \tag{5.5}
\end{equation*}
$$

of return sets $\mathcal{R}\left(B_{i}, 0\right)$, rather than the affine syndeticity of the intersection of the 'optimal' return sets $\mathcal{R}\left(B_{i}, \delta\right)$, as in (5.4).

The filter property achieved in Theorem 5.6 is deduced from the fact that the sets of the form $\mathcal{R}(B, \delta)$ are $\mathrm{DC}^{*}$ (see Definition 3.11):

Theorem 5.8. Let $R$ be an LID, let $(\Omega, \mu)$ be a probability space, let $\left(T_{g}\right)_{g \in \mathcal{A}_{R}}$ be a measure preserving action of $\mathcal{A}_{R}$ on $\Omega$, let $B \subset \Omega$ be a measurable set and let $\varepsilon>0$. Then the set

$$
\left\{u \in R: \mu\left(A_{u}^{-1} B \cap M_{u}^{-1} B\right)>\mu(B)^{2}-\varepsilon\right\}
$$

is $D C^{*}$ and, in particular, affinely syndetic.

This in turn allows us to obtain, as a corollary, the following analogue of formula (5.3) for measure preserving actions $\left(T_{g}\right)_{g \in \mathcal{A}_{R}}$ of the affine semigroup of an LID and a ultrafilter $p \in \mathcal{G}$ (see Theorem 5.19 below for a more precise formulation):

$$
p-\lim _{u} \mu\left(T_{A_{u}}^{-1} B \cap T_{M_{u}}^{-1} B\right) \geq \mu(B)^{2}
$$

In view of Theorem 5.8 we can now extend Theorem 5.2 to a more general setting, in a sense halfway towards a proof that the family $\{x+y, x y\}$ is Ramsey in $\mathbb{N}$. The following theorem lists some special cases of a more general Theorem 5.32, to be found in Chapter 5:

## Theorem 5.9.

1. For any finite partition $\mathbb{Q}=C_{1} \cup \cdots \cup C_{r}$ of the rational numbers, there exists a cell $i \in\{1, \ldots, r\}$ and many ${ }^{1} x \in \mathbb{Q}, n \in \mathbb{N}$ such that $\{x+n, x n\} \subset C_{i}$.
2. More generally, if $K$ is a number field and $\mathcal{O}_{K}$ is its ring of integers, for any finite partition $K=C_{1} \cup \cdots \cup C_{r}$, there exists a cell $i \in\{1, \ldots, r\}$ and many $x \in K, n \in \mathcal{O}_{K}$ such that $\{x+n, x n\} \subset C_{i}$.

[^6]3. Let $\vec{F}$ be a finite field, let $K$ denote the field of rational functions (i.e. quotients of polynomials) over $\vec{F}$ and let $\vec{F}[x]$ denote the ring of polynomials. Then for any finite partition $K=C_{1} \cup \cdots \cup C_{r}$, there exists a cell $i \in\{1, \ldots, r\}$ and many $f \in K$, $g \in \vec{F}[x]$ such that $\{f+g, f g\} \subset C_{i}$.

### 5.2 An affine Khintchine theorem

The following is a more precise version of Theorem 5.2:
Theorem 5.10. Let $K$ be a countable field and let $E \subset K$ be such that $\bar{d}_{\left(L_{N}\right)}(E)>0$ for some double Følner sequence $\left(L_{N}\right)_{N \in \mathbb{N}}$. Then for each $\varepsilon>0$ there is a set $D \subset K^{*}$ such that for every double Følner sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$

$$
\underline{d}_{\left(F_{N}\right)}(D) \geq \frac{\varepsilon}{\varepsilon+\bar{d}_{\left(L_{N}\right)}(E)-\bar{d}_{\left(L_{N}\right)}(E)^{2}}
$$

and for all $u \in D$ we have

$$
\bar{d}_{\left(L_{N}\right)}((E-u) \cap(E / u))>\bar{d}_{\left(L_{N}\right)}(E)^{2}-\varepsilon
$$

In this section we derive Theorem 5.10 from ergodic results concerning actions of the affine groups $\mathcal{A}_{K}$ of a groups. The proof of the ergodic results will be given in Section 5.3. We begin with the following analogue of the mean ergodic theorem for affine actions.

Theorem 5.11. Let $(\Omega, \mathcal{B}, \mu)$ be a probability space and suppose that $\mathcal{A}_{K}$ acts on $\Omega$ by measure preserving transformations. Let $\left(F_{N}\right)$ be a double Følner sequence on $K$. Then for each $B \in \mathcal{B}$ we have ${ }^{2}$

$$
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \mu\left(A_{-u} B \cap M_{1 / u} B\right) \geq \mu(B)^{2}
$$

and, in particular the limit exists.

In the case when the action of $\mathcal{A}_{K}$ is ergodic, we can replace one of the sets $B$ with a potentially distinct set $C$. This is the content of the next theorem.

[^7]Theorem 5.12. Let $(\Omega, \mathcal{B}, \mu)$ be a probability space and suppose that $\mathcal{A}_{K}$ acts ergodically on $\Omega$ by measure preserving transformations. Let $\left(F_{N}\right)$ be a double Følner sequence on $K$. Then for any $B, C \in \mathcal{B}$ we have

$$
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \mu\left(A_{-u} B \cap M_{1 / u} C\right)=\mu(B) \mu(C)
$$

and, in particular, the limit exists.

Remark 5.13. We note that Theorem 5.12 fails without ergodicity. Indeed, take the normalized disjoint union of two copies of the same measure preserving system. Choosing $B$ to be one of the copies and $C$ the other we get

$$
A_{-u} B \cap M_{1 / u} C=\varnothing \text { for all } u \in K^{*}
$$

We can extract some quantitative bounds from Theorems 5.11 and 5.12. This is summarized in the next corollary (which is an enhanced version of Corollary 5.3).

Corollary 5.14. Let $(\Omega, \mathcal{B}, \mu)$ be a probability space and suppose that $\mathcal{A}_{K}$ acts on $\Omega$ by measure preserving transformations. Let $\left(F_{N}\right)$ be a double Følner sequence on $K$, let $B \in \mathcal{B}$ and let $\varepsilon>0$. Then we have

$$
\underline{d}_{\left(F_{N}\right)}\left(\left\{u \in K^{*}: \mu\left(A_{-u} B \cap M_{1 / u} B\right)>\mu(B)^{2}-\varepsilon\right\}\right) \geq \frac{\varepsilon}{\varepsilon+\mu(B)-\mu(B)^{2}}
$$

Moreover, if the action of $\mathcal{A}_{K}$ is ergodic and $B, C \in \mathcal{B}$, the set

$$
D_{\varepsilon}:=\left\{u \in K^{*}: \mu\left(A_{-u} B \cap M_{1 / u} C\right)>\mu(B) \mu(C)-\varepsilon\right\}
$$

satisfies

$$
\begin{equation*}
\underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right) \geq \max \left(\frac{\varepsilon}{\varepsilon+\mu(B)(1-\mu(C))}, \frac{\varepsilon}{\varepsilon+\mu(C)(1-\mu(B))}\right) \tag{5.6}
\end{equation*}
$$

Corollary 5.14 will be proved in Section 5.3. We will use it now, together with the correspondence principle, to deduce Theorem 5.10.

Proof of Theorem 5.10. Let $X=K$, let $G=\mathcal{A}_{K}$ and let $\left(G_{N}\right)=\left(L_{N}\right)$. Applying the correspondence principle (Theorem 3.24), we obtain, for each $E \subset K$, a measure preserving
action $\left(T_{g}\right)_{g \in \mathcal{A}_{K}}$ of $\mathcal{A}_{K}$ on a probability space $(\Omega, \mathcal{B}, \mu)$, a set $B \in \mathcal{B}$ such that $\mu(B)=$ $\bar{d}_{\left(L_{N}\right)}(E)$, and for all $u \in K^{*}$ we have $\bar{d}_{\left(F_{L}\right)}\left(A_{-u} E \cap M_{1 / u} E\right) \geq \mu\left(T_{A_{-u}} B \cap T_{M_{1 / u}} B\right)$. To simplify notation we will denote the measure preserving transformations $T_{A_{-u}}$ and $T_{M_{1 / u}}$ on $\Omega$ by just $A_{-u}$ and $M_{1 / u}$. Also, recalling that $A_{-u} E=E-u$ and $M_{1 / u} E=E / u$ we can rewrite the previous equation as

$$
\bar{d}_{\left(L_{N}\right)}(E-u \cap E / u) \geq \mu\left(A_{-u} B \cap M_{1 / u} B\right) \quad \forall u \in K^{*}
$$

Now assume that $\bar{d}_{\left(L_{N}\right)}(E)>0$ and let $\varepsilon>0$. Let

$$
D_{\varepsilon}:=\left\{u \in K^{*}: \bar{d}_{\left(L_{N}\right)}((E-u) \cap(E / u))>\bar{d}_{\left(L_{N}\right)}(E)^{2}-\varepsilon\right\}
$$

By Corollary 5.14 we have, for any double Følner sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$,

$$
\begin{aligned}
\underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right) & \geq \underline{d}_{\left(F_{N}\right)}\left(\left\{u \in K^{*}: \mu\left(A_{-u} B \cap M_{1 / u} B\right)>\mu(B)^{2}-\varepsilon\right\}\right) \\
& \geq \frac{\varepsilon}{\varepsilon+\mu(B)-\mu(B)^{2}} \\
& =\frac{\varepsilon}{\varepsilon+\bar{d}_{\left(L_{N}\right)}(E)-\bar{d}_{\left(L_{N}\right)}(E)^{2}}
\end{aligned}
$$

### 5.3 Proof of the affine ergodic theorem

In this section we will prove Theorems 5.11 and 5.12 and Corollary 5.14. Throughout this section let $K$ be a countable field, let $(\Omega, \mathcal{B}, \mu)$ be a probability space, let $\left(T_{g}\right)_{g \in \mathcal{A}_{K}}$ be a measure preserving action of $\mathcal{A}_{K}$ on $\Omega$ and let $\left(F_{N}\right)$ be a double Følner sequence on $K$.

Let $H=L^{2}(\Omega, \mu)$ and let $\left(U_{g}\right)_{g \in \mathcal{A}_{K}}$ be the unitary Koopman representation of $\mathcal{A}_{K}$ (this means that $\left.\left(U_{g} f\right)(x)=f\left(g^{-1} x\right)\right)$. By a slight abuse of notation we will write $A_{u} f$ instead of $U_{A_{u}} f$ and $M_{u} f$ instead of $U_{M_{u}} f$.

Let $P_{A}$ be the orthogonal projection from $H$ onto the subspace of vectors which are fixed under the action of the additive subgroup $S_{A}$ and let $P_{M}$ be the orthogonal projection from $H$ onto the subspace of vectors which are fixed under the action of the multiplicative subgroup $S_{M}$.

We will show that the orthogonal projections $P_{A}$ and $P_{M}$ commute, which can be surprising considering that the subgroups $S_{A}$ and $S_{M}$ do not. The reason for this is that for each $k \in K^{*}$, the map $M_{k}: K \rightarrow K$ is an isomorphism of the additive group.

Lemma 5.15. For any $f \in H$ we have

$$
P_{A} P_{M} f=P_{M} P_{A} f
$$

Proof. We first prove that for any $k \in K^{*}$, the projection $P_{A}$ commutes with $M_{k}$. For this we will use Theorem 2.50, Lemma 3.8 and equation (3.1):

$$
\begin{aligned}
M_{k} P_{A} f & =M_{k}\left(\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} A_{u} f\right)=\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} M_{k} A_{u} f \\
& =\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} A_{k u} M_{k} f=\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in k F_{N}} A_{u} M_{k} f=P_{A} M_{k} f
\end{aligned}
$$

Now we can conclude the result:

$$
P_{M} P_{A} f=\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} M_{u} P_{A} f=P_{A}\left(\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} M_{u} f\right)=P_{A} P_{M} f
$$

Lemma 5.15 implies that $P_{M} P_{A} f$ is invariant under both $S_{A}$ and $S_{M}$. Since those two subgroups generate $\mathcal{A}_{K}$, this means that $P_{M} P_{A}$ is the orthogonal projection onto the space of functions invariant under $\mathcal{A}_{K}$.

Let $P: H \rightarrow H$ be the orthogonal projection onto the space of functions invariant under the action of the group $\mathcal{A}_{K}$. We have $P=P_{A} P_{M}=P_{M} P_{A}$.

We can now prove the Hilbert space version of the ergodic theorem:
Theorem 5.4. Let $K$ be an infinite countable field, let $\left(U_{g}\right)_{g \in \mathcal{A}_{K}}$ be a unitary representation of $\mathcal{A}_{K}$ on a Hilbert space $\mathcal{H}$, let $I=\left\{f \in \mathcal{H}:\left(\forall g \in \mathcal{A}_{K}\right) U_{g} f=f\right\}$ be the invariant subspace and let $P: \mathcal{H} \rightarrow I$ be the orthogonal projection onto $I$. Then for any $f \in \mathcal{H}$ and any double Følner sequence $\left(F_{N}\right)_{N \in \mathbb{N}}$ in $K$ we have

$$
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} U_{M_{u} A_{-u}} f=P f
$$

In particular, the limit exists.

Proof. We assume first that $P_{A} f=0$. For $u \in K^{*}$, let $a_{u}=M_{u} A_{-u} f$. Then for each $b \in K^{*}$ we have

$$
\begin{aligned}
\left\langle a_{u b}, a_{u}\right\rangle & =\left\langle M_{u b} A_{-u b} f, M_{u} A_{-u} f\right\rangle \\
& =\left\langle M_{b} A_{-u b} f, A_{-u} f\right\rangle \\
& =\left\langle A_{-u b} f, M_{1 / b} A_{-u} f\right\rangle \\
& =\left\langle A_{-u b} f, A_{-u / b} M_{1 / b} f\right\rangle \\
& =\left\langle A_{-u(b-1 / b)} f, M_{1 / b} f\right\rangle
\end{aligned}
$$

where we used equation (3.1) and the fact that the operators are unitary. Now if $b \neq \pm 1$ then $b-\frac{1}{b}=\frac{b^{2}-1}{b} \neq 0$ and so the sequence of sets $\left(-\frac{b^{2}-1}{b} F_{N}\right)_{N}$ is again a double Følner sequence on $K$, by Lemma 3.8. Thus, applying Theorem 2.50 we get (keeping $b \neq \pm 1$ fixed)

$$
\begin{aligned}
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}}\left\langle a_{u b}, a_{u}\right\rangle & =\left\langle\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} A_{-u(b-1 / b)} f, M_{1 / b} f\right\rangle \\
& =\left\langle\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in-\frac{b^{2}-1}{b} F_{N}} A_{u} f, M_{1 / b} f\right\rangle \\
& =\left\langle P_{A} f, M_{1 / b} f\right\rangle=0
\end{aligned}
$$

Thus it follows from Proposition 2.53 that

$$
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} M_{u} A_{-u} f=0
$$

Now, for a general $f \in H$, we can write $f=f_{1}+f_{2}$, where $f_{1}=P_{A} f$ and $f_{2}=f-P_{A} f$ satisfies $P_{A} f_{2}=0$. Note that $f_{1}$ is invariant under $A_{u}$. Therefore

$$
\begin{aligned}
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} M_{u} A_{-u} f & =\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} M_{u} A_{-u} f_{1} \\
& =\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} M_{u} f_{1} \\
& =P_{M} f_{1}=P_{M} P_{A} f=P f
\end{aligned}
$$

Remark 5.16. Theorem 5.4 can be interpreted as an ergodic theorem along a sparse subset of $\mathcal{A}_{K}$ (namely the subset $\left\{M_{u} A_{-u}: u \in K^{*}\right\}$ ).

Proof of Theorem 5.11. Let $B \in \mathcal{B}$. By Theorem 5.4 applied to the characteristic function $1_{B}$ of $B$ we get that

$$
\begin{aligned}
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \mu\left(A_{-u} B \cap M_{1 / u} B\right) & =\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \int_{\Omega} A_{-u} 1_{B} M_{1 / u} 1_{B} d \mu \\
& =\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \int_{\Omega}\left(M_{u} A_{-u} 1_{B}\right) 1_{B} d \mu \\
& =\int_{\Omega}\left(P 1_{B}\right) 1_{B} d \mu
\end{aligned}
$$

We can use the Cauchy-Schwartz inequality with the functions $P 1_{B}$ and the constant function 1 , and the trivial observation that $P 1=1$, to get

$$
\int_{\Omega}\left(P 1_{B}\right) 1_{B} d \mu=\left\|P 1_{B}\right\|^{2} \geq\left\langle P 1_{B}, 1\right\rangle^{2}=\left\langle 1_{B}, P 1\right\rangle^{2}=\left\langle 1_{B}, 1\right\rangle^{2}=\mu(B)^{2}
$$

Putting everything together we obtain

$$
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \mu\left(A_{-u} B \cap M_{1 / u} B\right) \geq \mu(B)^{2}
$$

Proof of Theorem 5.12. Let $B, C \in \mathcal{B}$. By Theorem 5.4 applied to the characteristic function $1_{B}$ of $B$ we get that

$$
\begin{aligned}
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \mu\left(A_{-u} B \cap M_{1 / u} C\right) & =\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \int_{\Omega} A_{-u} 1_{B} M_{1 / u} 1_{C} d \mu \\
& =\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \int_{\Omega}\left(M_{u} A_{-u} 1_{B}\right) 1_{C} d \mu \\
& =\int_{\Omega}\left(P 1_{B}\right) 1_{C} d \mu
\end{aligned}
$$

Since the action of $\mathcal{A}_{K}$ is ergodic, $P 1_{B}=\mu(B)$, and hence

$$
\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \mu\left(A_{-u} B \cap M_{1 / u} C\right)=\mu(B) \int_{\Omega} 1_{C} d \mu=\mu(B) \mu(C)
$$

Proof of Corollary 5.14. Let $B, C \subset \mathcal{B}$ be arbitrary and observe that

$$
\mu\left(A_{-u} B \cap M_{1 / u} B\right) \leq \mu\left(M_{1 / u} B\right)=\mu(B)
$$

For each $\varepsilon>0$ let $D_{\varepsilon}$ be the set $D_{\varepsilon}:=\left\{u \in K: \mu\left(A_{-u} B \cap M_{1 / u} B\right)>\mu(B)^{2}-\varepsilon\right\}$.
Now let $\left(\tilde{F}_{N}\right)_{N \in \mathbb{N}}$ be a subsequence of $\left(F_{N}\right)_{N \in \mathbb{N}}$ such that

$$
\underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right)=\lim _{N \rightarrow \infty} \frac{\left|D_{\varepsilon} \cap \tilde{F}_{N}\right|}{\left|\tilde{F}_{N}\right|}
$$

Thus $\underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right)=\underline{d}_{\left(\tilde{F}_{N}\right)}\left(D_{\varepsilon}\right)=\bar{d}_{\left(\tilde{F}_{N}\right)}\left(D_{\varepsilon}\right)$. By Theorem 5.11, we now have

$$
\begin{aligned}
\mu(B)^{2} & =\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \mu\left(A_{-u} B \cap M_{1 / u} B\right) \\
& =\lim _{N \rightarrow \infty} \frac{1}{\left|\tilde{F}_{N}\right|} \sum_{u \in \tilde{F}_{N}} \mu\left(A_{-u} B \cap M_{1 / u} B\right) \\
& =\lim _{N \rightarrow \infty} \frac{1}{\left|\tilde{F}_{N}\right|}\left(\sum_{u \in \tilde{F}_{N} \cap D_{\varepsilon}} \mu\left(A_{-u} B \cap M_{1 / u} B\right)+\sum_{u \in \tilde{F}_{N} \backslash D_{\varepsilon}} \mu\left(A_{-u} B \cap M_{1 / u} B\right)\right) \\
& \leq \mu(B) \bar{d}_{\left(\tilde{F}_{N}\right)}\left(D_{\varepsilon}\right)+\left(\mu(B)^{2}-\varepsilon\right)\left(1-\underline{d}_{\left(\tilde{F}_{N}\right)}\left(D_{\varepsilon}\right)\right) \\
& =\mu(B) \underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right)+\left(\mu(B)^{2}-\varepsilon\right)\left(1-\underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right)\right)
\end{aligned}
$$

From this we conclude that $\underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right) \geq \varepsilon /(\varepsilon+\mu(B)(1-\mu(B)))$.
Now assume that the action of $\mathcal{A}_{K}$ is ergodic. Note that trivially $\mu\left(A_{-u} B \cap M_{1 / u} C\right) \leq$ $\mu\left(M_{1 / u} C\right)=\mu(C)$. For each $\varepsilon>0$ let $D_{\varepsilon}$ be the set $D_{\varepsilon}:=\left\{u \in K: \mu\left(A_{-u} B \cap M_{1 / u} C\right)>\right.$ $\mu(B) \mu(C)-\varepsilon\}$.

Now let $\left(\tilde{F}_{N}\right)_{N \in \mathbb{N}}$ be a subsequence of $\left(F_{N}\right)_{N \in \mathbb{N}}$ such that

$$
\underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right)=\lim _{N \rightarrow \infty} \frac{\left|D_{\varepsilon} \cap \tilde{F}_{N}\right|}{\left|\tilde{F}_{N}\right|}
$$

Thus $\underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right)=\underline{d}_{\left(\tilde{F}_{N}\right)}\left(D_{\varepsilon}\right)=\bar{d}_{\left(\tilde{F}_{N}\right)}\left(D_{\varepsilon}\right)$. By Theorem 5.12 we now have

$$
\begin{aligned}
\mu(B) \mu(C) & =\lim _{N \rightarrow \infty} \frac{1}{\left|F_{N}\right|} \sum_{u \in F_{N}} \mu\left(A_{-u} B \cap M_{1 / u} C\right) \\
& =\lim _{N \rightarrow \infty} \frac{1}{\left|\tilde{F}_{N}\right|} \sum_{u \in \tilde{F}_{N}} \mu\left(A_{-u} B \cap M_{1 / u} C\right) \\
& =\lim _{N \rightarrow \infty} \frac{1}{\left|\tilde{F}_{N}\right|}\left(\sum_{u \in \tilde{F}_{N} \cap D_{\varepsilon}} \mu\left(A_{-u} B \cap M_{1 / u} C\right)+\sum_{u \in \tilde{F}_{N} \backslash D_{\varepsilon}} \mu\left(A_{-u} B \cap M_{1 / u} C\right)\right) \\
& \leq \mu(C) \bar{d}_{\left(\tilde{F}_{N}\right)}\left(D_{\varepsilon}\right)+(\mu(B) \mu(C)-\varepsilon)\left(1-\underline{d}_{\left(\tilde{F}_{N}\right)}\left(D_{\varepsilon}\right)\right) \\
& =\mu(C) \underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right)+(\mu(B) \mu(C)-\varepsilon)\left(1-\underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right)\right)
\end{aligned}
$$

From this we conclude that $\underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right) \geq \varepsilon /(\varepsilon+\mu(C)(1-\mu(B)))$. Switching the roles of $B$ and $C$ we obtain Equation (5.6).

Remark 5.17. Note that the lower bound on $\underline{d}_{\left(F_{N}\right)}\left(D_{\varepsilon}\right)$ does not depend on the set B, only on the measure $\mu(B)$. Moreover, it does not depend on the double Følner sequence $\left(F_{N}\right)$.

### 5.4 An application of the coloring trick

In this section we give a proof of Theorem 5.5. We start by giving a more precise statement:
Theorem 5.18. For any finite coloring $K=\bigcup C_{i}$ there exists a color $C_{i}$, a subset $D \subset K$ satisfying $\bar{d}_{\left(F_{N}\right)}(D)>0$ and, for each $u \in D$, there is a set $D_{u} \subset K$ also satisfying $\bar{d}_{\left(F_{N}\right)}\left(D_{u}\right)>0$ such that for any $v \in D_{u}$ we have $\{u, u+v, u v\} \subset C_{i}$.

The proof of Theorem 5.18 uses the fact that sets of recurrence (cf. Definition 2.51) are partition regular (Lemma 2.52). For other similar applications of this phenomenon see for instance [Ber86], the discussion before Question 11 in [Ber96] and Theorem 0.4 in [BM96].

Proof of Theorem 5.18. Let $K=C_{1} \cup C_{2} \cup \ldots \cup C_{r^{\prime}}$ be a finite partition of $K$. Assume without loss of generality that, for some $r \leq r^{\prime}$, the upper density $\bar{d}_{\left(F_{N}\right)}\left(C_{i}\right)$ is positive for $i=1, \ldots, r$ and $\bar{d}_{\left(F_{N}\right)}\left(C_{i}\right)=0$ for $i=r+1, \ldots, r^{\prime}$.

For a set $C \subset K$ and each $u \in C$ define the set $D_{u}(C)=(C-u) \cap(C / u)$. Let $D(C)=\left\{u \in C: \bar{d}_{\left(F_{N}\right)}\left(D_{u}(C)\right)>0\right\}$. We want to show that for some $i=1, \ldots, r$ we have $\bar{d}_{\left(F_{N}\right)}\left(D\left(C_{i}\right)\right)>0$.

If for some $1 \leq i \leq r$ we have $\bar{d}_{\left(F_{N}\right)}\left(D\left(C_{i}\right)\right)=0$ but $D\left(C_{i}\right) \neq \varnothing$, we can consider the more refined coloring obtained by distinguish $D\left(C_{i}\right)$ and $C_{i} \backslash D\left(C_{i}\right)$. Since

$$
D\left(C_{i} \backslash D\left(C_{i}\right)\right) \subset\left(C_{i} \backslash D\left(C_{i}\right)\right) \cap D\left(C_{i}\right)
$$

we conclude that $D\left(C_{i} \backslash D\left(C_{i}\right)\right)=\varnothing$. Thus, without loss of generality, we can assume that either $D\left(C_{i}\right)=\varnothing$ or $\bar{d}_{\left(F_{N}\right)}\left(D\left(C_{i}\right)\right)>0$. Therefore it suffices to show that for some $i=1, \ldots, r$ we have $D\left(C_{i}\right) \neq \varnothing$.

For each $i=1, \ldots, r$ let $R_{i}=\left\{M_{u} A_{-u}: u \in C_{i}\right\} \subset \mathcal{A}_{K}$ and let $R=R_{1} \cup \ldots \cup R_{r}$. We claim that $R$ is a set of recurrence. Indeed, given any probability preserving action $\left(\Omega, \mu,\left(T_{g}\right)_{g \in \mathcal{A}_{K}}\right)$ of $\mathcal{A}_{K}$ and any measurable set $B \subset \Omega$ with positive measure, by Theorem 5.11 we find that the set $\left\{u \in K^{*}: \mu\left(A_{-u} B \cap M_{1 / u} B\right)>0\right\}$ has positive upper density. In particular, for some $u \in C_{1} \cup \ldots \cup C_{r}$ we have that $\mu\left(M_{u} A_{-u} B \cap B\right)=\mu\left(A_{-u} B \cap M_{1 / u} B\right)>0$. Since $M_{u} A_{-u} \in R$ we conclude that $R$ is a set of recurrence.

By Lemma 2.52 we conclude that for some $i=1, \ldots, r$ the set $R_{i}$ is a set of recurrence. We claim that $D\left(C_{i}\right) \neq \varnothing$.

To see this, apply the correspondence principle (Theorem 3.24) with $X=K, G=\mathcal{A}_{K}$, $G_{N}=F_{N}$ and $E=C_{i}$ to find a probability preserving action $\left(T_{g}\right)_{g \in \mathcal{A}_{K}}$ of $\mathcal{A}_{K}$ on some probability space $(\Omega, \mu)$ and a measurable set $B \subset \Omega$ satisfying $\mu(B)=\bar{d}_{\left(F_{N}\right)}\left(C_{i}\right)$ and

$$
\bar{d}_{\left(F_{N}\right)}\left(A_{-u} C_{i} \cap M_{1 / u} C_{i}\right) \geq \mu\left(T_{A_{-u}} B \cap T_{M_{1 / u}} B\right)
$$

for all $u \in K^{*}$. Since $R_{i}$ is a set of recurrence, there is some $u \in C_{i}$ such that

$$
\begin{aligned}
0 & <\mu\left(T_{M_{u} A_{-u}} B \cap B\right)=\mu\left(T_{A_{-u}} B \cap T_{M_{1 / u}} B\right) \\
& \leq \bar{d}_{\left(F_{N}\right)}\left(A_{-u} C_{i} \cap M_{1 / u} C_{i}\right)=\bar{d}_{\left(F_{N}\right)}\left(D_{u}\left(C_{i}\right)\right)
\end{aligned}
$$

We conclude that $u \in D\left(C_{i}\right)$, hence $\bar{d}_{\left(F_{N}\right)}\left(D^{i}\right)>0$.
Let $D=D\left(C_{i}\right) \subset C_{i}$ and for each $u \in D$ let $D_{u}=D_{u}\left(C_{i}\right)$. Now let $v \in D_{u}$. Then we have $u+v \in C_{i}$ and $u v \in C_{i}$. We conclude that $\{u, u+v, u v\} \subset C_{i}$ as desired.

### 5.5 Finite intersection property of sets of return times

In this section we study isometric anti-representations ${ }^{3}\left(U_{g}\right)_{g \in \mathcal{A}_{R}}$ of the affine semigroup $\mathcal{A}_{R}$ of a ring $R$ on a Hilbert space $\mathcal{H}$ (this means that $\left\langle U_{g} \phi, U_{g} \psi\right\rangle=\langle\phi, \psi\rangle$ and $U_{g}\left(U_{h} \phi\right)=U_{h g} \phi$ for any $g, h \in \mathcal{A}_{R}$ and $\left.\phi, \psi \in \mathcal{H}\right)$.

Recall that if $G$ is a semigroup and $\left(U_{g}\right)_{g \in G}$ is an isometric (anti-)representation of $G$ on a Hilbert space $\mathcal{H}$, then a vector $\phi \in \mathcal{H}$ is called compact if the orbit $\left\{U_{g} \phi: g \in G\right\} \subset \mathcal{H}$ is pre-compact in the norm topology. The set of compact vectors forms a closed subspace.

When $G$ is the additive sub-semigroup $S_{A}$ of the affine semigroup $\mathcal{A}_{R}$, we denote the orthogonal projection onto the space of compact vectors by $V_{A}$ and when $G$ is the multiplicative sub-semigroup $S_{M}$ of the affine semigroup $\mathcal{A}_{R}$, we denote the orthogonal projection onto the space of compact vectors by $V_{M}$. Our main ergodic-theoretic result is the following analogue of Theorem 5.4, with Cesàro averages (which are unavailable in our current situation) replaced with limits along ultrafilters $p \in \mathcal{G}=\overline{\mathcal{A M I}} \cap \mathcal{M M I}$ (see Definition 3.11).

Theorem 5.19. Let $R$ be an LID (see Definition 3.1), let $\mathcal{H}$ be a Hilbert space and let $\left(U_{g}\right)_{g \in \mathcal{A}_{R}}$ be an isometric anti-representation of $\mathcal{A}_{R}$ on $\mathcal{H}$. Then, for any $\phi, \psi \in \mathcal{H}$ and $p \in \mathcal{G}$ (see Definition 3.11) we have

$$
p-\lim _{u}\left\langle A_{u} \phi, M_{u} \psi\right\rangle=\left\langle V_{A} \phi, V_{M} \psi\right\rangle .
$$

In this section we will always work under the assumptions of Theorem 5.19.

## Projection onto the space of compact vectors

We have the following result:

Lemma 5.20. If $p \in \mathcal{G}$ (see Definition 3.11) and $\phi \in \mathcal{H}$ then

$$
V_{M} \phi=p-\lim _{u} M_{u} \phi \quad \text { in the topology of weak convergence }
$$

[^8]If $p \in \overline{\mathcal{A M I}}$ and $k \in R^{*}$ then

$$
V_{A} \phi=p-\lim _{u} A_{k u} \phi \quad \text { in the topology of weak convergence. }
$$

Proof. Since $p \in \mathcal{M M I}$, the first equality follows ${ }^{4}$ from Corollary 4.6 on [Ber03]. By the same corollary we have that $V_{A} \phi=q$ - $\lim _{u} A_{u} \phi$ for every additive minimal idempotent $q$.

It follows from Lemma 3.16 that $p-\lim _{u} A_{k u} \phi=k p-\lim _{u} A_{u} \phi$. In view of Lemma 3.15 we have that $k p \in \overline{\mathcal{A M I}}$. Since the map $q \mapsto q-\lim _{u} A_{u} \phi$ is continuous we conclude that

$$
p-\lim _{u} A_{k u} \phi=k p-\lim _{u} A_{u} \phi=V_{A} \phi
$$

Lemma 5.21. For every $\phi \in \mathcal{H}$ we have $V_{A} V_{M} \phi=V_{M} V_{A} \phi$.

Proof. Let $p \in \mathcal{G}$. For each $k \in R^{*}$, it follows from Lemma 5.20 that

$$
M_{k} V_{A} \phi=M_{k}\left(p-\lim _{u} A_{u} \phi\right)=p-\lim _{u} M_{k} A_{u} \phi=p-\lim _{u} A_{k u} M_{k} \phi=V_{A} M_{k} \phi
$$

Therefore

$$
V_{M} V_{A} f=p-\lim _{k} M_{k} V_{A} \phi=p-\lim _{k} V_{A} M_{k} \phi=V_{A}\left(p-\lim _{k} M_{k} \phi\right)=V_{A} V_{M} \phi
$$

In view of Lemma 5.21, the operator $V:=V_{A} V_{M}$ is an orthogonal projection. This gives the following simple corollary of Lemma 5.21 which will be needed in the proof of Theorem 5.8 below.

Corollary 5.22. Let $\phi, \psi \in \mathcal{H}$ and assume that $U_{g} \psi=\psi$ for every $g \in \mathcal{A}_{R}$. Then

$$
|\langle\phi, \psi\rangle|^{2} \leq\|\psi\|^{2} \cdot\left\langle V_{A} \phi, V_{M} \phi\right\rangle
$$

[^9]Proof. We have

$$
\begin{aligned}
\|\psi\|^{2} \cdot\left\langle V_{A} \phi, V_{M} \phi\right\rangle & =\|\psi\|^{2} \cdot\langle V \phi, \phi\rangle=\|\psi\|^{2} \cdot\|V \phi\|^{2} \\
& \geq|\langle V \phi, \psi\rangle|^{2}=|\langle\phi, V \psi\rangle|^{2}=|\langle\phi, \psi\rangle|^{2}
\end{aligned}
$$

where the inequality follows from Cauchy-Schwarz inequality.

## Dealing with $V_{A} \phi$

The scheme of the proof of Theorem 5.19 is as follows: first we decompose $\phi=V_{A} \phi+$ $\phi^{\perp}$ (where $\phi^{\perp}:=\phi-V_{A} \phi$ ) into its 'additively compact' and 'additively weak mixing' components. Observe that, since $V_{A}$ is an orthogonal projection, $V_{A}\left(V_{A} \phi\right)=V_{A} \phi$ and $V_{A} \phi^{\perp}=0$. The two main steps are to show that $p-\lim _{u}\left\langle A_{u} V_{A} \phi, M_{u} \psi\right\rangle=\left\langle V_{A} \phi, V_{M} \psi\right\rangle$ and that $p-\lim _{u}\left\langle A_{u} V_{A} \phi^{\perp}, M_{u} \psi\right\rangle=0$. In this subsection we deal with the first step.

Lemma 5.23. Let $\phi \in \mathcal{H}$ be additively compact (i.e. such that $V_{A} \phi=\phi$ ). Then for any $p \in \mathcal{G}$

$$
p-\lim _{u}\left\|A_{u} \phi-\phi\right\|=0
$$

In other words, for all $\varepsilon>0$ the set $S:=\left\{u \in K:\left\|A_{u} \phi-\phi\right\|<\varepsilon\right\}$ is $D C^{*}$.
Proof. From the definition of $V_{A}$, the orbit closure $X=\overline{\left\{A_{u} \phi: u \in R\right\}}$ of $\phi$ is compact. Hence it follows from Lemma 2.55 (applied to the system $\left(X,\left(A_{u}\right)_{u \in R}\right)$ ) that $S$ intersects non-trivially every $\mathrm{IP}_{0}$ set in $(R,+)$. Invoking Theorem 2.29 it follows that $S$ intersects every piecewise syndetic set in $\left(R^{*}, \times\right)$. Since every DC set is central (and hence piecewise syndetic, according to Corollary 2.33) in $\left(R^{*}, \times\right)$, it follows that $S$ is $\mathrm{DC}^{*}$.

Lemma 5.24. For all $p \in \mathcal{G}$ and $\phi, \psi \in \mathcal{H}$ we have

$$
p-\lim _{u}\left\langle A_{u}\left(V_{A} \phi\right), M_{u} \psi\right\rangle=\left\langle V_{A} \phi, V_{M} \psi\right\rangle
$$

Proof. We will assume, without loss of generality, that $\|\phi\|,\|\psi\| \leq 1$. In view of Lemma 5.20 we have

$$
p-\lim _{u}\left\langle V_{A} \phi, M_{u} \psi\right\rangle=\left\langle V_{A} \phi,\left(p-\lim _{u} M_{u} \psi\right)\right\rangle=\left\langle V_{A} \phi, V_{M} \psi\right\rangle
$$

Therefore, for every $\varepsilon>0$, the set

$$
S_{1}=\left\{u \in R:\left|\left\langle V_{A} \phi, M_{u} \psi\right\rangle-\left\langle V_{A} \phi, V_{M} \psi\right\rangle\right|<\frac{\varepsilon}{2}\right\}
$$

belongs to $p$.
Applying Lemma 5.23 with $V_{A} \phi$ we get that the set $S_{2}:=\left\{u \in R:\left\|A_{u} V_{A} \phi-V_{A} \phi\right\|<\right.$ $\varepsilon / 2\}$ is also in $p$. Using the Cauchy-Schwarz inequality we have that for any $u \in S_{2}$

$$
\left|\left\langle V_{A} \phi, M_{u} \psi\right\rangle-\left\langle A_{u} V_{A} \phi, M_{u} \psi\right\rangle\right|<\frac{\varepsilon}{2}
$$

Finally let $S:=S_{1} \cap S_{2} \in p$ and let $u \in S$. We conclude that

$$
\left|\left\langle A_{u} V_{A} \phi, M_{u} \psi\right\rangle-\left\langle V_{A} \phi, V_{M} \psi\right\rangle\right|<\varepsilon
$$

which finishes the proof.

## Dealing with $\phi^{\perp}$ when $R$ is a field

We now turn our attention to the weak mixing component $\phi^{\perp}:=\phi-V_{A} \phi$. Dealing with this component in the general case requires some technical steps which obscure the main ideas. In order to clarify these ideas we restrict our attention in this subsection to the case where $R$ is a field; the general case is treated in the next subsection. (Of course the results of this subsection also follow logically from the results in the next one.)

We will use the following version of the van der Corput trick.

Proposition 5.25 (cf. [BM07, Theorem 2.3]). Let $p \in \mathcal{G}$, let $\mathcal{H}$ be a Hilbert space, let $\left(a_{u}\right)_{u \in R^{*}}$ be a bounded sequence in $\mathcal{H}$ indexed by $R^{*}$. If $p$ - $\lim _{u}\left\langle a_{b u}, a_{u}\right\rangle=0$ for all $b$ in a co-finite subset of $R^{*}$ then $p-\lim _{u} a_{u}=0$ in the weak topology of $\mathcal{H}$.

Lemma 5.26. Let $K$ be a field, let $\mathcal{H}$ be a Hilbert space, let $\left(U_{g}\right)_{g \in \mathcal{A}_{K}}$ be a unitary antirepresentation of $\mathcal{A}_{K}$ on $\mathcal{H}$ and let $\phi^{\perp}, \psi \in \mathcal{H}$, where we assume that $V_{A} \phi^{\perp}=0$. Then, for all $p \in \mathcal{G}$ we have

$$
p-\lim _{u}\left\langle A_{u} \phi^{\perp}, M_{u} \psi\right\rangle=0
$$

Proof. Observe that, since we deal with an anti-representation, the distributive law (see (3.1)) takes the form

$$
\begin{equation*}
A_{v} M_{u}=M_{u} A_{v u} \tag{5.7}
\end{equation*}
$$

for any $v \in K$ and $u \in K^{*}$. Let $a_{u}=M_{1 / u} A_{u} \phi^{\perp}$. Then for all $b \in K \backslash\{-1,0,1\}$, using (5.7) and the fact that isometries preserve scalar products we have

$$
\left\langle a_{u b}, a_{u}\right\rangle=\left\langle M_{1 / u b} A_{u b} \phi^{\perp}, M_{1 / u} A_{u} \phi^{\perp}\right\rangle=\left\langle A_{u(b-1 / b)} \phi^{\perp}, M_{b} \phi^{\perp}\right\rangle
$$

Therefore, it follows from Lemma 5.20 that for every $p \in \mathcal{G}$ we have

$$
p-\lim _{u}\left\langle a_{u b}, a_{u}\right\rangle=\left\langle p-\lim _{u} A_{u(b-1 / b)} \phi^{\perp}, M_{b} \phi^{\perp}\right\rangle=\left\langle V_{A} \phi^{\perp}, M_{b} \phi^{\perp}\right\rangle=0
$$

By Proposition 5.25 we conclude that $p-\lim _{u} M_{1 / u} A_{u} \phi^{\perp}=p-\lim _{u} a_{u}=0$. Hence we have

$$
\begin{aligned}
p-\lim _{u}\left\langle A_{u} \phi^{\perp}, M_{u} \psi\right\rangle & =p-\lim _{u}\left\langle M_{1 / u} A_{u} \phi^{\perp}, \psi\right\rangle \\
& =\left\langle p-\lim _{u} M_{1 / u} A_{u} \phi^{\perp}, \psi\right\rangle=0
\end{aligned}
$$

## Dealing with $\phi^{\perp}$ when $R$ is a general LID

In this subsection we extend the scope of Lemma 5.26 from the previous sub-section to the case when we have a general LID (not necessarily a field). Namely, we will prove:

Lemma 5.27. Assume $R$ is an LID, let $\mathcal{H}$ be a Hilbert space, let $\left(U_{g}\right)_{g \in \mathcal{A}_{R}}$ be an isometric anti-representation of $\mathcal{A}_{R}$ on $\mathcal{H}$ and let $\phi^{\perp}, \psi \in \mathcal{H}$. Assume that $V_{A} \phi^{\perp}=0$. Then, for all $p \in \mathcal{G}$ we have

$$
p-\lim _{u}\left\langle A_{u} \phi^{\perp}, M_{u} \psi\right\rangle=0
$$

In the proof of this lemma we will need a few facts about isometric anti-representations of $\mathcal{A}_{R}$. First observe that, unlike the case when $R$ is a field, $M_{u}$ is not necessarily invertible. Thus its adjoint $M_{u}^{T}$ (defined so that $\left\langle M_{u} \phi, \psi\right\rangle=\left\langle\phi, M_{u}^{T} \psi\right\rangle$ for all $\phi, \psi \in \mathcal{H}$ ) may not be in $\mathcal{A}_{R}$. However, since $A_{u}$ is invertible (and hence unitary) we have the following distributivity relation:

Lemma 5.28. Under the assumptions of Lemma 5.27 we have

$$
A_{u v} M_{u}^{T}=M_{u}^{T} A_{v}
$$

Proof. We have, for any $\phi, \psi \in \mathcal{H}$

$$
\left\langle A_{u v} M_{u}^{T} \phi, \psi\right\rangle=\left\langle\phi, M_{u} A_{-u v} \psi\right\rangle=\left\langle\phi, A_{-v} M_{u} \psi\right\rangle=\left\langle M_{u}^{T} A_{v} \phi, \psi\right\rangle .
$$

This implies the identity in question.
Another difficulty which is present in our current context is the fact that the composition $M_{n} M_{n}^{T}$ is not necessarily the identity map. The following lemma allows us to circumvent this difficulty when $R$ is an LID.

Lemma 5.29. Under the assumptions of Lemma 5.27, there exists an orthogonal projection $P: \mathcal{H} \rightarrow \mathcal{H}$ such that for every $\phi \in \mathcal{H}$ we have

$$
p-\lim _{u}\left\|M_{u} M_{u}^{T} \phi-P \phi\right\|=0
$$

Proof. Let $P_{u}=M_{u} M_{u}^{T}$. Since $M_{u}$ is an isometry, $P_{u}$ is the orthogonal projection onto the image of $M_{u}$. Observe that, in particular, the image of $P_{u_{1} u_{2}}$ is contained in the image of each $P_{u_{i}}, i=1,2$.

Let $\left\{r_{1}, r_{2}, \ldots\right\}$ be an arbitrary enumeration of the elements of $R^{*}$ and let $u_{n}=\prod_{i=1}^{n} r_{i}$. Let $S_{n}$ be the image of $M_{u_{n}}$, so that $P_{u_{n}}$ is the orthogonal projection onto $S_{n}$. Note that $S_{n+1} \subset S_{n}$. Let $S=\bigcap_{n \geq 1} S_{n}$ and let $P: \mathcal{H} \rightarrow S$ be the orthogonal projection. Let $E_{0}$ be an orthonormal basis for $S$ and, for each $n \geq 1$ let $E_{n}$ be an orthonormal basis for $S_{n} \cap\left(S_{n+1}\right)^{\perp}$. Thus $E=\bigcup_{n \geq 0} E_{n}$ is an orthonormal basis for $\mathcal{H}$. Write $\phi$ in terms of the basis $E$ as $\phi=\sum_{n \geq 0} \sum_{e \in E_{n}} c_{e} e$. For a fixed $\varepsilon>0$ let $m \in \mathbb{N}$ be such that $\sum_{n \geq m} \sum_{e \in E_{n}}\left|c_{e}\right|^{2}<\varepsilon^{2}$.

Next, let $u$ be in the ideal $u_{m} R$. We have that the image of $P_{u}$ is contained in the image of $P_{u_{m}}$, so $P_{u} h \in S_{m}$ and hence

$$
P_{u} \phi=\sum_{e \in E_{0}} c_{e} e+\sum_{n=m}^{\infty} \sum_{e \in E_{n}} c_{e} e=P \phi+\sum_{n=m}^{\infty} \sum_{e \in E_{n}} c_{e} e
$$

Therefore $\left\|P_{u} \phi-P \phi\right\|<\varepsilon$. Since the ideal $u_{m} R$ has finite index as an additive group, it follows from Lemma 3.13 that it belongs to $p$. We conclude that $p-\lim M_{n} M_{n}^{T} \phi=$ $p-\lim P_{n} \phi=P \phi$ in the strong topology, as desired.

Finally, we need a strengthening of Lemma 5.20.

Definition 5.30. Let $R$ be an integral domain, let $b \in R$ and let $p \in \beta R$. Assume that $b R \in p$. Given a sequence $\left(x_{u}\right)_{u \in R}$ in a compact space $X$ we define $p-\lim _{u} x_{u / b}$ to be the point $x \in X$ such that for every neighborhood $U$ of $x$, the set $\left\{u \in b R: x_{u / b} \in U\right\} \in p$.

Lemma 5.31. Let $R$ be an $L I D$, let $p \in \mathcal{G}$ and let $k, b \in R^{*}$. For any unitary antirepresentation $\left(U_{g}\right)_{g \in \mathcal{A}_{R}}$ of the semigroup $\mathcal{A}_{R}$ on a Hilbert space $\mathcal{H}$ and any $\phi \in \mathcal{H}$ we have

$$
p-\lim _{u} A_{k u / b} \phi=V_{A} \phi \quad \text { in the weak topology }
$$

Proof. First observe that the $p$-lim is well defined since the ideal $b R$ has finite index in $R$, $p$ belongs to the closure $\overline{\mathcal{A M \mathcal { I }}}$ of the additive minimal idempotents and hence, in view of Lemma 3.13, bR $\in$.

It follows from Lemma 3.16 that $p-\lim _{u} A_{k u / b} \phi=k p-\lim _{u} A_{u / b} \phi$. Since, in view of Lemma $3.15, k p \in \overline{\mathcal{A} \mathcal{M I}}$, we can and will assume that $k=1$. Next, let $q=b^{-1} p$ be the ultrafilter defined so that $E \in q \Longleftrightarrow b E \in p$. It follows from Lemma 3.15 that $q \in \overline{\mathcal{A M \mathcal { I }}}$. Therefore, it follows from Lemma 5.20 that for any $\psi \in \mathcal{H}$ and $\varepsilon>0$ the set

$$
E=\left\{u \in R:\left|\left\langle A_{u} \phi-V_{A} \phi, \psi\right\rangle\right|<\varepsilon\right\} \in q
$$

We conclude that

$$
b E=\left\{u \in b R:\left|\left\langle A_{u / b} \phi-V_{A} \phi, \psi\right\rangle\right|<\varepsilon\right\} \in p
$$

We can now give a proof of Lemma 5.27:

Proof of Lemma 5.27. Denoting by $M_{u}^{T}$ the adjoint of $M_{u}$, we can write $\left\langle A_{u} \phi^{\perp}, M_{u} \psi\right\rangle=$ $\left\langle M_{u}^{T} A_{u} \phi^{\perp}, \psi\right\rangle$, so the lemma will follow if we show that $p$ - $\lim M_{u}^{T} A_{u} \phi^{\perp}=0$ (in the weak topology). To do this we will use the van der Corput trick (Proposition 5.25), and so it suffices to show that

$$
\begin{equation*}
p-\lim _{u}\left\langle M_{u b}^{T} A_{u b} \phi^{\perp}, M_{u}^{T} A_{u} \phi^{\perp}\right\rangle=0 \quad \forall b \in R \backslash\{-1,0,1\} \tag{5.8}
\end{equation*}
$$

Since the operator $A_{u}$ is unitary we can rewrite the inner product in (5.8) as

$$
\left\langle M_{u b}^{T} A_{u b} \phi^{\perp}, M_{u}^{T} A_{u} \phi^{\perp}\right\rangle=\left\langle A_{-u} M_{u} M_{u b}^{T} A_{u b} \phi^{\perp}, \phi^{\perp}\right\rangle .
$$

By (5.7) we have $A_{-u} M_{u}=M_{u} A_{-u^{2}}$ (recall this is an anti-representation). Also, assuming that $u \in b R$ and evoking Lemma 5.28 we conclude that

$$
\left\langle M_{u b}^{T} A_{u b} \phi^{\perp}, M_{u}^{T} A_{u} \phi^{\perp}\right\rangle=\left\langle M_{u} M_{u b}^{T} A_{u b-u / b} \phi^{\perp}, \phi^{\perp}\right\rangle=\left\langle A_{u b-u / b} \phi^{\perp}, M_{b} M_{n} M_{n}^{T} \phi^{\perp}\right\rangle
$$

By Lemma 5.31 we have that $p-\lim A_{u b-u / b} \phi^{\perp}=V_{A} \phi^{\perp}=0$ in the weak topology. By Lemma 5.29 we have that $p-\lim _{u} M_{b} M_{u} M_{u}^{T} \phi^{\perp}$ exists in the strong topology. Thus we conclude that $p-\lim \left\langle A_{u b-u / b)} \phi^{\perp}, M_{b} M_{n} M_{n}^{T} \phi^{\perp}\right\rangle=0$, which gives (5.8) and finishes the proof.

## Proofs of 5.19 and some corollaries

We have now gathered all the ingredients necessary to prove Theorem 5.19:
Proof of Theorem 5.19. Let $\phi^{\perp}=\phi-V_{A} \phi$, so that $V_{A} \phi^{\perp}=0$. Using Lemmas 5.24 and 5.27 we deduce that

$$
p-\lim \left\langle A_{u} \phi, M_{u} \psi\right\rangle=p-\lim \left\langle A_{u} V_{A} \phi, M_{u} \psi\right\rangle+\left\langle A_{u} \phi^{\perp}, M_{u} \psi\right\rangle=\left\langle V_{A} \phi, V_{M} \psi\right\rangle
$$

As a corollary we now deduce Theorem 5.8.

Proof of Theorem 5.8. Let $R$ be an LID, let $(\Omega, \mu)$ be a probability space, let $\left(T_{g}\right)_{g \in \mathcal{A}_{R}}$ be a measure preserving action of $\mathcal{A}_{R}$ on $\Omega$, let $B \subset \Omega$ be a measurable set and let $\varepsilon>0$. We need to show that the set

$$
R(B, \varepsilon):=\left\{u \in R: \mu\left(A_{u}^{-1} B \cap M_{u}^{-1} B\right) \geq \mu(B)^{2}-\varepsilon\right\}
$$

is $\mathrm{DC}^{*}$.

Let $\mathcal{H}=L^{2}(\Omega, \mu)$ and, for each $g \in \mathcal{A}_{R}$, define the operator $\left(U_{g} \phi\right)(x)=\phi\left(T_{g} x\right)$. Observe that $U_{g} U_{h}=U_{h g}$, so this induces an isometric anti-representation $\left(U_{g}\right)_{g \in \mathcal{A}_{R}}$ of $\mathcal{A}_{R}$ in $\mathcal{H}$. Let $B \subset \Omega$. Observe that

$$
1_{T_{g}^{-1} B}(x)=1 \Longleftrightarrow T_{g} x \in B \Longleftrightarrow 1_{B}\left(T_{g} x\right)=1 \Longleftrightarrow U_{g} 1_{B}(x)=1
$$

Therefore $\mu\left(A_{u}^{-1} B \cap M_{u}^{-1} B\right)=\int_{\Omega} A_{u} 1_{B} \cdot M_{u} 1_{B} d \mu=\left\langle A_{u} 1_{B}, M_{u} 1_{B}\right\rangle$. It follows from Theorem 5.19 that for any $\varepsilon>0$ the set

$$
\left\{u \in R:\left\langle A_{u} 1_{B}, M_{u} 1_{B}\right\rangle \geq\left\langle V_{A} 1_{B}, V_{M} 1_{B}\right\rangle-\varepsilon\right\}
$$

is $D C^{*}$. Finally, it follows from Corollary 5.22 (applied with $\phi=1_{B}$ and $\psi \equiv 1$ ) that

$$
\left\langle V_{A} 1_{B}, V_{M} 1_{B}\right\rangle \geq \mu(B)^{2} .
$$

Observe that Theorem 5.6 easily follows from Theorem 5.8. Indeed, given $p \in \mathcal{G}$ it follows from the definition of $D C^{*}$ sets and Theorem 5.8 that $R\left(B_{i}, \delta\right) \in p$ for every $i$. Therefore also the intersection $R=R\left(B_{1}, \delta\right) \cap \cdots \cap R\left(B_{t}, \delta\right)$ belongs to $p$. Since $p \in \mathcal{G}$ was arbitrary, it follows that $R$ is itself a $D C^{*}$ set. Finally, Remark 3.23 implies that $R$ must be affinely syndetic.

We now present the main combinatorial corollary of Theorem 5.8:

Theorem 5.32. Let $K$ be a countable field and let $R \subset K$ be a sub-ring which is a LID. Let $E \subset K$ with $\bar{d}_{\left(F_{N}\right)}(E)>0$ for some double Følner sequence $\left(F_{N}\right)$ and let $\varepsilon>0$. Then the set

$$
\begin{equation*}
\left\{u \in R: \bar{d}_{\left(F_{N}\right)}((E-u) \cap(E / u))>\bar{d}_{\left(F_{N}\right)}(E)^{2}-\varepsilon\right\} \tag{5.9}
\end{equation*}
$$

is $D C^{*}$ and, in particular, affinely syndetic in $R$.

Proof. Using the correspondence principle (Theorem 2.8 in [BM16a]) one can construct a measure preserving action $\left(T_{g}\right)_{g \in \mathcal{A}_{K}}$ of $\mathcal{A}_{K}$ on a probability space $(\Omega, \mathcal{B}, \mu)$ and a set $B \in \mathcal{B}$ such that $\mu(B)=\bar{d}_{\left(F_{N}\right)}(E)$ and, for each $u \in K^{*}$

$$
\bar{d}_{\left(F_{N}\right)}((E-u) \cap(E / u)) \geq \mu\left(A_{u}^{-1} B \cap M_{u}^{-1} B\right)
$$

The result now follows from Theorem 5.8.

One can deduce parts (2) and (3) of Theorem 5.9 from Theorem 5.32 using the fact that for any finite partition of a countable field, one of the cells of the partition has positive upper density with respect to a double Følner sequence. Then using that cell $C_{i}$ of the partition as $E$, for any element $n$ of the (non-empty) set defined in (5.9) and for any $x$ in the (non-empty) intersection $\left(C_{i}-n\right) \cap\left(C_{i} / n\right)$ we have $\{x+n, x n\} \subset C_{i}$.

To deduce part (1) of Theorem 5.9, one needs an additional fact:

Proposition 5.33. The subset $\mathbb{N}$ of the $\operatorname{ring} \mathbb{Z}$ belongs to every non-principal multiplicative idempotent.

Proof. Let $p \in \beta \mathbb{Z}$ be a non-principal multiplicative idempotent. Assume, for the sake of a contradiction, that $\mathbb{N} \notin p$. Then $-\mathbb{N} \in p=p p$, which by definition implies that $\left\{n \in \mathbb{Z}^{*}:-\mathbb{N} / n \in p\right\} \in p$. Observe that

$$
-\mathbb{N} / n=\left\{a \in \mathbb{Z}^{*}: \text { an } \in-\mathbb{N}\right\}=\left\{\begin{aligned}
\mathbb{N} & \text { if } n \in-\mathbb{N} \\
-\mathbb{N} & \text { if } n \in \mathbb{N}
\end{aligned}\right.
$$

Therefore $\left\{n \in \mathbb{Z}^{*}:-\mathbb{N} / n \in p\right\}=\mathbb{N} \notin p$, which is the desired contradiction.

To deduce part (1) of Theorem 5.9 one applies Theorem 5.32 with $K=\mathbb{Q}, R=\mathbb{Z}$ and $E$ being a cell of the partition with positive upper density with respect to a double Følner sequence. The set $S$ defined by (5.9) is $D C^{*}$ in $\mathbb{Z}$, which means that for any $p \in \mathcal{G}$ we have $S \in p$. Since any $p \in \mathcal{G}$ is a non-principal multiplicative idempotent, it follows from Proposition 5.33 that also $\mathbb{N} \in p$, and therefore $S \cap \mathbb{N} \in p$ and hence is non-empty. For any $n$ in that intersection the set $(E-n) \cap(E / n)$ is non-empty and any $x$ in this intersection yields $\{x+n, x n\} \subset E$.

### 5.6 Notions of largeness and configurations $\{x y, x+y\}$ in $\mathbb{N}$

In this section we discuss notions of largeness which guarantee the presence of configurations of the form $\{x+y, x y\}$. In the next chapter we will show that for any finite partition of
the natural numbers, one of the cells of the partition must contain such a configuration (and indeed significantly more general configurations), however there is no analogue of Theorem 2.23 in the affine setting and hence it is not clear which notion(s) of largeness imply the existence of such a configuration (we are being purposefully vague about the term "notion of largeness" to accommodate any potential candidate). The understanding of which notions of largeness imply the presence of $\{x+y, x y\}$ patterns would likely lead to new results on partition regularity of other configurations, for instance by combining it with procedures similar to those employed in Section 5.4.

It is a trivial observation that the set of odd numbers in $\mathbb{N}$ or in $\mathbb{Z}$ does not contain pairs $\{x+y, x y\}$. Therefore, additively syndetic sets (i.e. sets which are syndetic with respect to the additive semigroup) do not contain, in general, configurations $\{x+y, x y\}$. It is thus somewhat surprising that multiplicatively syndetic subsets in any integral domain do contain such patterns:

Theorem 5.34. Let $R$ be an infinite countable integral domain and let $S \subset R^{*}$ be multiplicatively syndetic (i.e. syndetic as a subset of the semigroup $\left(R^{*}, \cdot\right)$ ). Then $S$ contains (many) pairs of the form $\{x+y, x y\}$.

Proof. Let $F \subset R^{*}$ be a finite set such that $R^{*}=\bigcup_{n \in F} S / n$ (the existence of such $F$ is equivalent, by definition, to the statement that $S$ is multiplicatively syndetic). Thus $R^{*}$ is finitely partitioned into multiplicative shifts of $S$ and hence there exist (many) $a, b \in R^{*}$ such that $a+b F \subset S^{5}$. Since $a b \in R^{*}=\bigcup_{n \in F} S / n$, there exist some $n \in F$ such that $a b n \in S$. We conclude that $\{a+b n, a(b n)\} \subset S$ as desired.

While it is not hard to see that there exist partitions of $\mathbb{N}$ or $\mathbb{Z}$ with none of the cells of the partition being multiplicatively syndetic, it is a classical fact that for any finite partition of a semigroup, one of the cells is piecewise syndetic. One could then hope that any multiplicatively piecewise syndetic subset of $R^{*}$ contains a pattern $\{x+y, x y\}$. Unfortunately, the next example refutes this assertion.

[^10]Theorem 5.35. There exists a set $E \subset \mathbb{N}$ which is additively thick and multiplicatively thick (and so, in particular, $E$ is a multiplicatively piecewise syndetic subset of $\mathbb{N}$ ) but does not contain a pair $\{x+y, x y\}$ with $x, y>2$.

Proof. Let $\left(p_{N}\right)$ be a sequence of primes such that $p_{1}=5$ and, for each $N \in \mathbb{N}$, we have $p_{N+1}>4\left(N p_{N}\right)^{4}$. For each $N \in \mathbb{N}$, let

$$
E_{2 N-1}=p_{N}[1, N] \quad \text { and } \quad E_{2 N}=\left[\left(N p_{N}\right)^{2}+1,2\left(N p_{N}\right)^{2}-3\right]
$$

where we use the notation $[a, b]$ to denote the set $\{a, a+1, \ldots, b\}$. Let $E=\bigcup E_{N}$. It follows directly from the construction that $E$ is additively thick as a subset of either $\mathbb{N}$ or $\mathbb{Z}$ and is multiplicatively thick as a subset of $\mathbb{N}$. Moreover, $E \cup(-E)$ is a multiplicatively thick subset of $\mathbb{Z}^{*}$. Since $\mathbb{N}$ is a multiplicatively syndetic subset of $\mathbb{Z}^{*}$, it follows that $E$ is a multiplicative piecewise syndetic subset of $\mathbb{Z}^{*}$.

We first show that no set $E_{2 N}$ contains a pair $\{x+y, x y\}$ : assume that $a=x+y \in E_{2 N}$ and $x, y \geq 2$. Let $b=x y$. Then $b \geq 2(a-2) \geq 2\left[\left(N p_{N}\right)^{2}+1-2\right]=2\left(N p_{N}\right)^{2}-2$, so $b$ is too large to be in $E_{2 N}$.

Next we show that no set $E_{2 N-1}$ contains such a pair. Assume $x y \in E_{2 N-1}$, say $x y=n p_{N}$, then without loss of generality we have $x=p_{N} d$ and $y=n / d$ for some divisor $d$ of $n$. But then $x+y<p_{N}(d+1)$ because $n / d \leq N<p_{N}$. Hence $x+y \notin E_{2 N-1}$.

For each $N \in \mathbb{N}$ we have $\left(\max E_{2 N-1}\right)^{2}=\left(N p_{N}\right)^{2}<\left(N p_{N}\right)^{2}+1=\min E_{2 N}$ and $\left(\max E_{2 N}\right)^{2}=\left(2\left(N p_{N}\right)^{2}-3\right)^{2}<4\left(N p_{N}\right)^{4}<p_{N+1}=\min E_{2 N+1}$. Fix a pair $x, y \in \mathbb{N}$ with both $x, y \geq 2$, let $a=x y$ and $b=x+y$. We observe that $b \leq a \leq(b / 2)^{2}$.

If $b \in E$, say $b \in E_{n}$, then $\min E_{n} \leq b \leq a \leq(b / 2)^{2}<\left[\left(\max E_{n}\right) / 2\right]^{2}<\min E_{n+1}$ so $a$ can not be in $E_{m}$ for any $m \neq n$. Since we already showed that $a \notin E_{n}$ (otherwise $E_{n}$ would contain $\{b, a\}=\{x+y, x y\})$, we conclude that $a \notin E$ and this finishes the proof.

We observe that the complement $\tilde{E}=\mathbb{N} \backslash E$ of the set constructed in Theorem 5.35 is also rather large. In particular $\bar{d}(\tilde{E})=1$, where, as usual, for a subset $S \subset \mathbb{N}, \bar{d}(S)$ denotes its upper density (see (2.3)). The next result shows that sets having upper density 1 are large not only additively, but also multiplicatively.

Theorem 5.36. Let $E \subset \mathbb{N}$ satisfy $\bar{d}(E)=1$. Then $E$ is affinely thick.
Proof. Since $\bar{d}$ is the upper density with respect to an additive Følner sequence, it is not hard to see that $\bar{d}((E-n) \cap E)=1$ for any $n \in \mathbb{N}$. We claim that also $\bar{d}((E / n) \cap E)=1$ for any $n \in \mathbb{N}$.

Assuming the claim for now, let $F=\left\{g_{1}, \ldots, g_{k}\right\} \subset \mathcal{A}_{\mathbb{N}}$ be an arbitrary finite set. We can write each $g_{i}$ as the map $g_{i}: x \mapsto a_{i} x+b_{i}$. Let $E_{0}=E$ and, for each $i=1, \ldots, k$, let $A_{i}=\left(\left(E_{i-1}-b_{i}\right) \cap E_{i-1}\right)$ and $E_{i}=\left(\left(A_{i} / a_{i}\right) \cap A_{i}\right)$. It follows by induction that each of the sets $E_{i}, A_{i}$ satisfies $\bar{d}\left(E_{i}\right)=\bar{d}\left(A_{i}\right)=1$. Take $x \in E_{k}$, we will show that $g_{i}(x) \in E$ for every i. Indeed, $x \in E_{k} \subset E_{i}=\left(\left(A_{i} / a_{i}\right) \cap A_{i}\right)$, so $a_{i} x \in A_{i}=\left(\left(E_{i-1}-b_{i}\right) \cap E_{i-1}\right)$ and hence $a_{i} x+b_{i}=g_{i}(x) \in E_{i-1} \subset E$ as desired.

Now we prove the claim. We will write $[1, x]$ to denote the set $\{1,2, \ldots,\lfloor x\rfloor\}$, where $\lfloor x\rfloor$ is the largest integer no bigger than $x$.

Let $n \in \mathbb{N}$ and take $\varepsilon>0$ arbitrary. For some arbitrarily large $N \in \mathbb{N}$ we have

$$
|E \cap[1, N]|>\left(1-\frac{\varepsilon}{2 n}\right) N=N-\frac{\varepsilon N}{2 n}
$$

This implies that

$$
|n E \cap[1, N]|=\left|E \cap\left[1, \frac{N}{n}\right]\right|>\frac{N}{n}-\frac{\varepsilon N}{2 n}
$$

Using the general fact that $|X \cup Y|+|X \cap Y|=|X|+|Y|$ we deduce that $n E \cap E \cap[1, N]=$ $(n E \cap[1, N]) \cap(E \cap[1, N])$ has cardinality

$$
\begin{aligned}
|n E \cap E \cap[1, N]| & =|E \cap[1, N]|+|n E \cap[1, N]|-|(n E \cap[1, N]) \cup(E \cap[1, N])| \\
& \geq N-\frac{\varepsilon N}{2 n}+\frac{N}{n}-\frac{\varepsilon N}{2 n}-N \\
& =\frac{N}{n}(1-\varepsilon)
\end{aligned}
$$

Dividing by $n$ (and observing that every number in the intersection $n E \cap E \cap[1, N]$ is divisible by $n$ ) we deduce that

$$
|E \cap(E / n) \cap[1, N / n]|=|n E \cap E \cap[1, N]| \geq \frac{N}{n}(1-\varepsilon)
$$

As $N$ can be taken arbitrarily large and $\varepsilon$ arbitrarily small we conclude that $\bar{d}(E \cap(E / n))=$ 1 , proving the claim.

It is clear that, for any $y \in \mathbb{N}$, any affinely thick set contains configurations of the form $\{x+y, x y\}$. This observation applies, in particular, to the complement $\tilde{E}$ of the set $E$ constructed in Theorem 5.35.

Recall now the notion of $D C$ set (see Definition 3.11) and observe that for any finite partition of $\mathbb{N}$ one of the cells is a $D C$ set. It follows from Corollary 2.33 that any $D C$ set is both additively piecewise syndetic and multiplicatively piecewise syndetic. For a partition of $\mathbb{N}$ into two cells, one has the following dichotomy: either one of the cells has upper density 1 (in which case Theorem 5.36 assures us that it contains configurations $\{x+y, x y\}$ ) or both cells have positive lower density. In view of this observation we make the following conjecture:

Conjecture 5.37. Let $E \subset \mathbb{N}$ be additively and multiplicatively piecewise syndetic and have positive lower density. Then $E$ contains many configurations of the form $\{x+y, x y\}$.

While Conjecture 5.37 implies that for any partition of $\mathbb{N}$ into two cells, one of the cells contains many configurations $\{x+y, x y\}$, the property of having positive lower density is not stable under partitions. Indeed it is not hard to construct a partition of $\mathbb{N}$ into two sets, both with 0 lower density. However, for any finite partition of a $D C$ set, one of the cells is still a $D C$ set. Observe that the example $E$ constructed in the proof of the Theorem 5.35 can be split into two sets $E=E_{A} \cup E_{M}$ such that $E_{A}$ is additively thick, but has density 0 with respect to any multiplicative Følner sequence, and $E_{M}$ is multiplicatively thick but has density 0 with respect to any additive Følner sequence. Therefore $E$ is very far from being a $D C$ set. This observation leads to the following conjecture:

Conjecture 5.38. Every DC set in $\mathbb{N}$ contains a configuration $\{x+y, x y\}$.

Observe that Conjecture 5.38 is a strengthening of the fact (implied by Theorem 1.5) that any finite coloring of $\mathbb{N}$ yields a monochromatic pair $\{x+y, x y\}$. Assuming Conjecture 5.38 is true, the additional knowledge it provides, potentially coupled with a coloring trick similar to the one used in Section 5.4, may allow one to solve Conjecture 1.4.

### 5.7 Some concluding remarks

Iterating Theorem 5.10 one can obtain more complex configurations. For instance, if $E \subset$ $K^{*}$ is such that $\bar{d}_{\left(F_{N}\right)}(E)>0$, then there exist $x, y \in K^{*}$ such that

$$
\begin{aligned}
& \bar{d}_{\left(F_{N}\right)}((((E-x) \cap(E / x))-y) \cap(((E-x) \cap(E / x)) / y))= \\
& \bar{d}_{\left(F_{N}\right)}((E-x-y) \cap(E / x-y) \cap((E-x) / y) \cap(E /(x y)))>0
\end{aligned}
$$

In particular there exist $x, y, z \in K^{*}$ such that $\{z+y+x,(z+y) x, z y+x, z y x\} \subset E$. Iterating once more we get $x, y, z, t \in K^{*}$ such that

$$
\left\{\begin{array}{lll}
((t+z)+y)+x & ((t+z)+y) \times x & ((t+z) \times y)+x \\
((t+z) \times y) \times x \\
((t \times z)+y)+x & ((t \times z)+y) \times x & ((t \times z) \times y)+x
\end{array}((t \times z) \times y) \times x, ~(t) \subset E\right.
$$

More generally, for each $k \in \mathbb{N}$, applying $k$ times Theorem 5.10 we find, for a given set $E \subset K^{*}$ with $\bar{d}_{\left(F_{N}\right)}(E)>0$, a finite sequence $x_{0}, x_{2}, \ldots, x_{k}$ such that

$$
\left(\ldots\left(\left(\left(x_{0} \circ_{1} x_{1}\right) \circ_{2} x_{2}\right) \circ_{3} x_{3}\right) \ldots\right) \circ_{k} x_{k} \in E
$$

for each of the $2^{k}$ possible choices of operations $\circ_{i} \in\{+, \times\}$. Note that the sequence $x_{0}, \ldots, x_{k}$ depends on $k$, so we do not necessarily have an infinite sequence $x_{0}, x_{1}, \ldots$ which works for every $k$ (in the same way that we have arbitrarily long arithmetic progressions on a set of positive density but not an infinite arithmetic progression).

This pattern obtained by iteration should be compared with the (less general) patterns obtained below in Theorem 6.2 (if one restricts the functions involved to be projections on some coordinate). We remark that such an iterative procedure is not available in the setting of Theorem 6.2 because of the lack of a notion of largeness responsible for the presence of the monochromatic patterns.

Note that the stipulation about arbitrarily 'large' in Theorem 5.5 is essential since we want to avoid the case when the configuration $\{x+y, x y\}$ degenerates to a singleton. To better explain this point, let $x \in K, x \neq 1$ and let $y=\frac{x}{x-1}$. Then $x y=x+y$ and hence the
configuration $\{x+y, x y\}$ is rather trivial. We just showed that for any finite coloring of $K$ there are infinitely many (trivial) monochromatic configurations of the form $\{x+y, x y\}$. Note that our Theorem 5.18 is much stronger than this statement, not only because we have configurations with 3 terms $\{x, x+y, x y\}$, but also because for each of "many" $x$ (indeed an affinely syndetic set of $x$ 's) there exist "many" $y$ (indeed an affinely syndetic set of $y$ 's) such that $\{x, x+y, x y\}$ is monochromatic.

Our main ergodic result (Theorem 5.11) raises the question of whether, under the same assumptions, one has a triple intersection of positive measure $\mu\left(B \cap A_{-u} B \cap M_{1 / u} B\right)>0$ for some $u \in K^{*}$. This would imply that, given any set $E \subset K$ with $\bar{d}_{\left(F_{N}\right)}(E)>0$, one can find $u, y \in K^{*}$ such that $\{y, y+u, y u\} \subset E$. Using the methods of Section 5.4, one could then show that for every finite coloring of $K$, one color contains a configuration of the form $\{u, y, y+u, y u\}$.

On the other hand, not every set $E \subset K$ with $\bar{d}_{\left(F_{N}\right)}(E)>0$ contains a configuration $\{u, y, y+u, y u\}$. In fact, in every abelian group there exists a syndetic set (hence of positive density for any Følner sequence) not containing a configuration of the form $\{u, y, y+u\}$. Indeed, let $G$ be an abelian group and let $\chi: G \rightarrow \mathbb{R} / \mathbb{Z}$ be a non-principal character (a non-zero homomorphism; it exists by Pontryagin duality). Then the set $E:=\{g \in G$ : $\chi(g) \in[1 / 3,2 / 3)\}$ has no triple $\{u, y, y+u\}$. However it is syndetic because the intersection $[1 / 3,2 / 3) \cap \chi(G)$ is syndetic in the group $\chi(G)$. (This is true and easy to check with $\chi(G)$ replaced by any subgroup of $\mathbb{R} / \mathbb{Z}$.)

## CHAPTER 6

## POLYNOMIAL RAMSEY FAMILIES IN LIDS

In this chapter we present recent work from [Mor] on polynomial Ramsey families in LID rings. Our main result is Theorem 6.2 below.

### 6.1 Introduction

Very recently we established in [Mor] that the family $\{x+y, x y\}$ is Ramsey in $\mathbb{N}$, settling an old open problem and establishing an important step towards solving Conjecture 1.4 or even Conjecture 5.1. More generally, we obtain the following.

Theorem 6.1. Let $s \in \mathbb{N}$ and, for each $i=1, \ldots, s$, let $F_{i}$ be a finite set of functions $\mathbb{N}^{i} \rightarrow \mathbb{N}$ such that for all $f \in F_{i}$ and any $x_{1}, \ldots, x_{i-1} \in \mathbb{N}$, the function $x \mapsto f\left(x_{1}, \ldots, x_{i-1}, x\right)$ is a polynomial with 0 constant term. Then the family

$$
\left\{x_{0} \cdots x_{s}\right\} \cup\left\{x_{0} \cdots x_{j}+f\left(x_{j+1}, \ldots, x_{i}\right): 0 \leq j<i \leq s, f \in F_{i-j}\right\}
$$

is Ramsey in $\mathbb{N}$.

In particular, taking $s=1$ and $F_{1}=\{x \mapsto 0, x \mapsto x\}$ consisting only of the zero function and the identity function, we obtain Theorem 1.5.

Our method from [Mor] works equally well in the scope of general LID rings.
Theorem 6.2. Let $R$ be a LID, let $s \in \mathbb{N}$ and, for each $i=1, \ldots, s$, let $F_{i}$ be a finite set of functions $R^{i} \rightarrow R$ such that for all $f \in F_{i}$ and any $x_{1}, \ldots, x_{i-1} \in R$, the function $x \mapsto f\left(x_{1}, \ldots, x_{i-1}, x\right)$ is a polynomial with 0 constant term. Then the family

$$
\left\{x_{0} \cdots x_{s}\right\} \cup\left\{x_{0} \cdots x_{j}+f\left(x_{j+1}, \ldots, x_{i}\right): 0 \leq j<i \leq s, f \in F_{i-j}\right\}
$$

is Ramsey in $R$.

As an illustration of the applications of Theorem 6.2, setting $s=5$ in Theorem 6.2 and letting each $F_{i}$ consist only of the function $f_{i}:\left(x_{1}, \ldots, x_{i}\right) \mapsto x_{1} \cdots x_{i}$, we obtain the following (aesthetically pleasing) Ramsey family.

Example 6.3. The following family is Ramsey:

$$
\left\{\begin{array}{cccc}
x & & & \\
x y, & x+y & & \\
x y z, & x+y z, & x y+z & \\
x y z t, & x+y z t, & x y+z t, & x y z+t \\
x y z t w, & x+y z t w, & x y+z t w, & x y z+t w
\end{array} x y z t+w\right\}
$$

Theorem 6.1 can also be used to obtain new partition regular equations:
Corollary 6.4. Let $k \in \mathbb{N}$ and $c_{1}, \ldots, c_{k} \in \mathbb{Z} \backslash\{0\}$ be such that $c_{1}+\cdots+c_{k}=0$. Then for any finite coloring of $\mathbb{N}$ there exist pairwise distinct $a_{0}, \ldots, a_{k} \in \mathbb{N}$, all of the same color, such that

$$
c_{1} a_{1}^{2}+\cdots+c_{k} a_{k}^{2}=a_{0}
$$

In particular, setting $k=2$ and $c_{1}=1, c_{2}=-1$, we deduce:

Corollary 6.5. For any finite coloring of $\mathbb{N}$ there exists a solution $a, b, c$ of the equation $a^{2}-b^{2}=c$ with all $a, b$ and $c$ of the same color.

Note that the similar equation $a^{2}-b=c$ is not partition regular (cf. [CGS12, Theorem 3]).

Our proof of Theorem 6.2 proceeds by first transferring the problem to the language of topological dynamics using the correspondence principle (Theorem 3.25). We are then left to prove the following:

Theorem 6.6. Let $\left(X,\left(T_{g}\right)_{g \in \mathcal{A}_{R}}\right)$ be an $\mathcal{A}_{R}$-topological system with a dense set of additively minimal points, and assume that each map $T_{g}: X \rightarrow X$ is open and injective. Let $s \in \mathbb{N}$
and, for each $i=1, \ldots, s$, let $F_{i}$ be a finite set of functions $R^{i} \rightarrow R$ such that for all $f \in F_{i}$ and any $x_{1}, \ldots, x_{i-1} \in R$, the function $x \mapsto f\left(x_{1}, \ldots, x_{i-1}, x\right)$ is a polynomial with 0 constant term. Then for any open cover $\mathcal{U}$ of $X$ there exists an open set $U \in \mathcal{U}$ in that cover and infinitely many s-tuples $x_{1}, \ldots, x_{s} \in R$ such that

$$
U \cap \bigcap_{0 \leq j<i \leq s} \bigcap_{f \in F_{i-j}} M_{x_{j+1} \cdots x_{s}} A_{f\left(x_{j+1}, \ldots, x_{i}\right)} U \neq \varnothing
$$

The proof of Theorem 6.6 uses ideas developed in [BM16a] and presented in Chapter 5 together with a "complexity reduction" method inspired by [BL96].

The proof of Theorem 6.2 can be made elementary; to illustrate this, we present in Section 6.4 a short and purely combinatorial proof of Theorem 6.1 which is independent from the rest of this chapter. While strictly speaking Theorem 6.2 does not directly apply to $\mathbb{N}$ (since $\mathbb{N}$ is not a ring and hence not a full-fledged LID) the same proofs apply simultaneously to Theorems 6.1 and 6.2. To avoid repetition, we chose to present a dynamical proof of Theorem 6.2 and a combinatorial proof of Theorem 6.1, but of course one can also obtain a dynamical proof of Theorem 6.1, as was done in [Mor], as well as a combinatorial proof of Theorem 6.2 (in [Mor] we only a combinatorial proof of the special case Theorem 1.5).

### 6.2 Reducing Theorem 6.2 to a dynamical statement

In this section we reduce Theorem 6.2 to its dynamical formulation, Theorem 6.6.
The proof of Theorem 6.6 is presented in Section 6.3. In order to derive Theorem 6.2 from its topological counterpart we will make use of the affine topological correspondence principle, Theorem 3.25.

Proof of Theorem 6.2. Let $s \in \mathbb{N}$ and, for each $i=1, \ldots, s$, let $F_{i}$ be a finite set of functions $R^{i} \rightarrow R$ such that for all $f \in F_{i}$ and any $x_{1}, \ldots, x_{i-1} \in R$, the function $x \mapsto f\left(x_{1}, \ldots, x_{i-1}, x\right)$ is a polynomial with 0 constant term. Let $R=C_{1} \cup \cdots \cup C_{r}$ be a finite coloring of $R$. We need to show that there exists a color $C \in\left\{C_{1}, \ldots, C_{r}\right\}$ and (infinitely many) $s+1$-tuples $x_{0}, \ldots, x_{s} \in R$ such that $x_{0} \cdots x_{s} \in C$ and, for every $0 \leq j<i \leq s$ and $f \in F_{i-j}$, we have $x_{1} \cdots x_{j}+f\left(x_{j+1}, \ldots, x_{i}\right) \in C$.

We append to $F_{s}$ the zero function $f: R^{s} \rightarrow\left\{0_{R}\right\}$ if necessary. Invoking Theorem 3.25 and then Theorem 6.6, we find a color $C$ and (infinitely many) $s$-tuples $x_{1}, \ldots, x_{s} \in \mathbb{N}$ such that the intersection

$$
\begin{equation*}
C \cap \bigcap_{0 \leq j<i \leq s} \bigcap_{f \in F_{i-j}} M_{x_{j+1} \cdots x_{s}} A_{-f\left(x_{j+1}, \ldots, x_{i}\right)} C \tag{6.1}
\end{equation*}
$$

is non-empty. Take $x$ in the intersection (6.1) and observe that $x \in x_{1} \cdots x_{s} C$ (letting $j=0, i=s$ and $f \equiv 0$ ). Therefore $x_{0}:=x /\left(x_{1} \cdots x_{s}\right) \in C$ (and in particular is an integer).

Finally, for $0 \leq j<i \leq s$ and $f \in F_{i-j}$, we have $x \in x_{j+1} \cdots x_{s}\left(C-f\left(x_{j+1}, \ldots, x_{i}\right)\right)$, so $x_{0} \cdots x_{j}+f\left(x_{j+1}, \ldots, x_{i}\right)=x /\left(x_{j+1} \cdots x_{s}\right)+f\left(x_{j+1}, \ldots, x_{i}\right) \in C$.

### 6.3 Proof of Theorem 6.6

We will make use of a version of the polynomial van der Waerden theorem of Bergelson and Leibman in general abelian groups (Corollary 2.44).

We recall that the proof of the polynomial van der Waerden theorem in [BL96] is derived from a topological statement. While this topological statement (namely, [BL96, Theorem C]) is only proved for metrizable spaces, it is remarked in [BL96, Proposition 1.10] that the result holds in the non-metrizable setting, either by running a similar proof or by applying the combinatorial version of polynomial van der Waerden directly. We use the second approach to derive the following corollary, which is a dynamical version of Corollary 2.44 in the form we will use.

Corollary 6.7. Let $R$ be a LID, let $\left(X,\left(T_{g}\right)_{g \in \mathcal{A}_{R}}\right)$ be an $\mathcal{A}_{R}$-topological dynamical system, and assume that $X$ contains a dense set of additively minimal points. Let $F \subset R[x]$ be a finite set such that $p(0)=0$ for all $p \in F$. Then for any nonempty open set $U \subset X$ there exists $n \in R$ such that

$$
\bigcap_{p \in F} A_{p(n)} U \neq \varnothing
$$

Proof. Let $y \in U$ be an additively minimal point, and let $Y=\overline{\left\{A_{n} y: n \in R\right\}}$ be its additive orbit closure. Since $\left(Y,\left(A_{n}\right)_{n \in R}\right)$ is a minimal topological system, the union $\bigcup_{n} A_{n} U$ covers
$Y$, and by compactness there exists $r \in \mathbb{N}$ and $n_{1}, \ldots, n_{r} \in R$ such that the finite union $\bigcup_{t=1}^{r} A_{n_{t}} U$ covers $Y$. We define a coloring $\chi: R \rightarrow\{1, \ldots, r\}$ of $R$ by letting $\chi(n)$ be such that $A_{n} y \in A_{n_{\chi(n)}} U$.

We invoke Corollary 2.44 (with $-F$ ) to find some $t \in\{1, \ldots, r\}$ and $x, n \in R$ such that $\chi(x-p(n))=t$ for every $p \in F$. In other words, $A_{x-p(n)} y \in A_{n_{t}} U$ for all $p \in F$ and hence $A_{x-n_{t}} y \in A_{p(n) U}$ for every $p \in F$. We conclude that

$$
A_{x-n_{t}} y \quad \in \bigcap_{p \in F} A_{p(n)} U
$$

proving the intersection to be non-empty.

## Outline of the proof

There are two main ingredients in the proof of Theorem 6.6. One is a "complexity reduction" technique similar to the one used by Bergelson and Leibman in [BL96] to prove the polynomial van der Waerden theorem (and also used in [BM16c, Lemma 8.5]). The other main ingredient is a fact about the algebraic behaviour of the expression $g: n \mapsto M_{n} A_{f(n)} \in \mathcal{A}_{R}$ discovered (and explored) in [BM16a] and [BM16b], namely that the "multiplicative derivative" $n \mapsto g(n m) g(n)^{-1}$ becomes a purely additive expression whenever $f$ is a polynomial. This fact is also the heart of Theorem 5.4 and Theorem 5.19 above.

Before we delve into the full details of the proof of Theorem 6.6 in the next subsection, we explain the main steps of the proof in the special case when $R=\mathbb{Z}, s=1$ and $F_{1}$ is a singleton consisting only of the map $x \mapsto-x$. In other words, we will show that for any finite cover of a nice $\mathcal{A}_{\mathbb{Z}}$-topological system $X$, there is a set $U$ in the cover and some $y \in \mathbb{Z}$ such that $U \cap M_{y} A_{-y} U \neq \varnothing$ (after applying the correspondence principle this special case corresponds essentially to Theorem 1.5).

The idea is to construct a sequence $\left(B_{n}\right)$ of non-empty open sets of $X$, each contained inside some member $U_{n}$ of the open cover, such that

$$
\begin{equation*}
\forall n<m, \quad \exists y=y(n, m) \in \mathbb{Z}^{*}, \quad \quad M_{y} A_{-y} B_{n} \supset B_{m} \tag{6.2}
\end{equation*}
$$



Figure 6.1: Construction of the sequence $\left(B_{n}\right)$

Assuming we construct such sequence, since the open cover is finite we can find $n<m$ for which both $B_{n}$ and $B_{m}$ are contained inside the same member $U$ of the open cover; it then follows from (6.2) that $U \cap M_{y} A_{-y} U \neq \varnothing$, finishing the proof.

The construction of the sequence $\left(B_{n}\right)$ is natural and is illustrated by Figure 6.1: starting with an arbitrary non-empty open set $B_{0}$, we find some $y_{1}$ such that $B_{0} \cap A_{-y_{1}} B_{0} \neq \varnothing$ (such $y_{1}$ exists since $B_{0}$ contains some additively minimal points), and then we "push" that intersection by $M_{y_{1}}$ to create $B_{1}:=M_{y_{1}}\left(B_{0} \cap A_{-y_{1}} B_{0}\right)$. In particular, (6.2) holds for $n=0, m=1$ with $y=y_{1}$. For the next step, we start similarly: assume $y_{2} \in \mathbb{Z}$ is such that $B_{1} \cap A_{-y_{2}} B_{1} \neq \varnothing$. As long as we take $B_{2} \subset M_{y_{2}}\left(B_{1} \cap A_{-y_{2}} B_{1}\right)$, we will indeed have $B_{2} \subset M_{y_{2}} A_{-y_{2}} B_{1}$ (and hence (6.2) holds for $n=1$ and $m=2$ ). Next we need to force $B_{2}$ to satisfy (6.2) for $n=0$ and $m=2$. Since we know how to control the "multiplicative derivative" of the expression $M_{y} A_{-y}$, we seek to obtain (6.2) with $y(0,2)=y_{1} y_{2}$; in other words, we want $B_{2} \subset M_{y_{1} y_{2}} A_{-y_{1} y_{2}} B_{0}$. Putting both conditions together, we are left to find
$y_{2} \in \mathbb{N}$ so that

$$
M_{y_{2}}\left(B_{1} \cap A_{-y_{2}} B_{1}\right) \cap M_{y_{1} y_{2}} A_{-y_{1} y_{2}} B_{0} \neq \varnothing .
$$

Applying $M_{y_{2}}^{-1}$ it suffices to make $B_{1} \cap A_{-y_{2}} B_{1} \cap M_{y_{1}} A_{-y_{1} y_{2}} B_{0} \neq \varnothing$. Using the distributivity law (3.1), we have that $M_{y_{1}} A_{-y_{1} y_{2}}=A_{-y_{1}^{2} y_{2}} M_{y_{1}}$, and since $M_{y_{1}} B_{0} \supset M_{1}$, we see that it is sufficient to find $y_{2} \in \mathbb{N}$ such that

$$
B_{1} \cap A_{-y_{2}} B_{1} \cap A_{-y_{1}^{2} y_{2}} B_{1} \neq \varnothing
$$

The existence of such a $y_{2} \in \mathbb{Z}$ is a consequence of Corollary 6.7 , so setting $B_{2}:=$ $M_{y_{2}}\left(B_{1} \cap A_{-y_{2}} B_{1} \cap A_{-y_{1}^{2} y_{2}} B_{1}\right)$ we have successfully constructed $B_{2}$ and $y_{2}$ satisfying (6.2) whenever $n \leq 2$.

Proceeding in this fashion we can construct the sequence $B_{n}$, each time invoking Corollary 6.7 to choose $y_{n} \in \mathbb{Z}$ so that

$$
B_{n}:=M_{y_{n}}\left(B_{n-1} \cap A_{-y_{n}} B_{n-1} \cap A_{-y_{n-1}^{2} y_{n}} B_{n-1} \cap \cdots \cap A_{-y_{1}^{2} \cdots y_{n-1}^{2} y_{n}} B_{n-1}\right)
$$

is non-empty. One can see, using the distributivity law (3.1), that (6.2) indeed holds with $y(n, m)=y_{n+1} \cdots y_{m}$. For instance, to see why $M_{y_{2} y_{3} y_{4}} A_{-y_{2} y_{3} y_{4}} B_{1} \supset B_{4}$, observe that

$$
M_{y_{2} y_{3} y_{4}} A_{-y_{2} y_{3} y_{4}} B_{1}=M_{y_{4}} A_{-y_{2}^{2} y_{3}^{2} y_{4}} M_{y_{3}} M_{y_{2}} B_{1} \subset M_{y_{4}} A_{-y_{2}^{2} y_{3}^{2} y_{4}} B_{3} \subset B_{4} .
$$

## Proof of Theorem 6.6

Let $\left(X,\left(T_{g}\right)_{g \in \mathcal{A}_{R}}\right)$ be an $\mathcal{A}_{R}$-topological system with a dense set of additively minimal points and assume that each map $T_{g}: X \rightarrow X$ is open and injective. Let $s \in \mathbb{N}$ and, for each $i=1, \ldots, s$, let $F_{i}$ be a finite set of functions $R^{i} \rightarrow R$ such that for all $f \in F_{i}$ and any $x_{1}, \ldots, x_{i-1} \in R$, the function $x \mapsto f\left(x_{1}, \ldots, x_{i-1}, x\right)$ is a polynomial with 0 constant term. Let $\mathcal{U}$ be an open cover of $X$. We need to find $U \in \mathcal{U}$ and infinitely many $s$-tuples $x_{1}, \ldots, x_{s} \in R$ such that

$$
\begin{equation*}
U \cap \bigcap_{0 \leq j<i \leq s} \bigcap_{f \in F_{i-j}} M_{x_{j+1} \cdots x_{s}} A_{f\left(x_{j+1}, \ldots, x_{i}\right)} U \neq \varnothing \tag{6.3}
\end{equation*}
$$

Since $X$ is compact, we can find a finite subcover $U_{1}, \ldots, U_{r}$ of $\mathcal{U}$ with each $U_{t} \neq \varnothing$.
We will construct, inductively, four sequences:

- $\left(t_{n}\right)_{n \geq 0}$ in $\{1, \ldots, r\}$,
- $\left(y_{n}\right)_{n \geq 1}$ in $R$ injective,
- $\left(B_{n}\right)_{n \geq 0}$ of non-empty open subsets of $X$,
- $\left(D_{n}\right)_{n \geq 1}$ of non-empty open subsets of $X$,
such that $B_{n} \subset U_{t_{n}}$ (the set $D_{n}$ corresponds to the smaller circle inside $B_{n-1}$ in Figure 6.1). It will be convenient to denote by $y(m, n) \in R$ the product $y(m, n):=y_{m+1} y_{m+2} \cdots y_{n}$ for any $0 \leq m \leq n$, with the convention that the (empty) product $y(n, n)$ equals 1 .

Initiate $t_{0}=1$ and $B_{0}=U_{1}$. Using Corollary 6.7 we find $y_{1} \in R$ such that

$$
D_{1}:=B_{0} \cap \bigcap_{f \in F_{1}} A_{f\left(y_{1}\right)} B_{0} \neq \varnothing .
$$

Since $U_{1}, \ldots, U_{r}$ forms an open cover of $X$ and $M_{n}: X \rightarrow X$ is an open map, we can find $t_{1} \in\{1, \ldots, r\}$ such that $B_{1}:=M_{y_{1}} D_{1} \cap U_{t_{1}}$ is open and nonempty. Next we invoke Corollary 6.7 again to find $y_{2} \in R$ such that

$$
D_{2}:=B_{1} \cap\left(\bigcap_{f \in F_{1}} A_{f\left(y_{2}\right)} B_{1} \cap A_{y_{1} f\left(y_{1} y_{2}\right)} B_{1}\right) \cap\left(\bigcap_{f \in F_{2}} A_{y_{1} f\left(y_{1}, y_{2}\right)} B_{1}\right) \neq \varnothing
$$

We then choose $t_{2} \in\{1, \ldots, r\}$ such that $B_{2}:=M_{y_{2}} D_{2} \cap U_{t_{2}} \neq \varnothing$. The third step of the iteration becomes a little more complicated. Using Corollary 6.7 one more time we find $y_{3} \in R$ such that

$$
\begin{aligned}
& D_{3}:=B_{2} \cap\left(\bigcap_{f \in F_{1}} A_{f\left(y_{3}\right)} B_{2} \cap A_{y_{2} f\left(y_{2} y_{3}\right)} B_{2} \cap A_{y_{1} y_{2} f\left(y_{1} y_{2} y_{3}\right)}\right) \\
& \cap\left(\bigcap_{f \in F_{2}} A_{y_{2} f\left(y_{2}, y_{3}\right)} B_{2} \cap A_{y_{1} y_{2} f\left(y_{1} y_{2}, y_{3}\right)} B_{2} \cap A_{y_{1} y_{2} f\left(y_{1}, y_{2} y_{3}\right)} B_{2}\right) \\
& \cap\left(\bigcap_{f \in F_{3}} A_{y_{1} y_{2} f\left(y_{1}, y_{2}, y_{3}\right)} B_{2}\right) \neq \varnothing .
\end{aligned}
$$

We then choose $t_{3} \in\{1, \ldots, r\}$ such that $B_{3}:=M_{y_{3}} D_{3} \cap U_{t_{3}} \neq \varnothing$.
In general, for $n \geq 2$, assume that $\left(t_{m}\right)_{m=0}^{n-1},\left(y_{m}\right)_{m=1}^{n-1},\left(B_{m}\right)_{m=0}^{n-1}$ and $\left(D_{m}\right)_{m=1}^{n-1}$ have been constructed. For each $i \in\{1, \ldots, s\}$ and each $f \in F_{i}$, we define the collection $G_{n}(f)$
of all functions $g: R \rightarrow R$ of the form

$$
g: z \mapsto y\left(m_{1}, n-1\right) f\left(y\left(m_{1}, m_{2}\right), y\left(m_{2}, m_{3}\right), \ldots, y\left(m_{i}, n-1\right) \cdot z\right)
$$

for any choice $0 \leq m_{1}<m_{2}<\cdots<m_{i}<n$. If $i>n$ then we set $G_{n}(f)$ to be empty. Observe that each $g \in G_{n}(f)$ is a polynomial satisfying $g(0)=0$.

Invoking Corollary 6.7, we can find $y_{n} \in R$ satisfying

$$
\begin{equation*}
D_{n}:=B_{n-1} \cap \bigcap_{i=1}^{s} \bigcap_{f \in F_{i}} \bigcap_{g \in G_{n}(f)} A_{g\left(y_{n}\right)} B_{n-1} \neq \varnothing . \tag{6.4}
\end{equation*}
$$

Let $t_{n} \in\{1, \ldots, r\}$ be such that the intersection $B_{n}:=M_{y_{n}} D_{n} \cap U_{t_{n}} \neq \varnothing$ (observe that $B_{n}$ is open because $M_{y_{n}}$ is an open map). This finishes the construction of $y_{n}, t_{n}, D_{n}$, $B_{n}$. It is immediate from the construction that $B_{n} \subset U_{t_{n}}$ for every $n \geq 0$. Moreover, $B_{n} \subset M_{y_{n}} D_{n} \subset M_{y_{n}} B_{n-1}$. Iterating this observation we obtain

$$
\begin{equation*}
\forall m \leq n, \quad B_{n} \subset M_{y(m, n)} B_{m} \tag{6.5}
\end{equation*}
$$

Since the sequence $\left(t_{n}\right)_{n \geq 0}$ takes only finitely many values, there exists $t \in\{1, \ldots, r\}$ and infinitely many tuples of natural numbers $n_{0}<\cdots<n_{s}$ such that $t_{n_{i}}=t$. For each $i \in\{1, \ldots, s\}$, let $x_{i}=y\left(n_{i-1}, n_{i}\right)$. We claim that (6.3) is satisfied with $U=U_{t}$ and with this choice of $x_{i}$. We will show that the intersection in (6.3) is non-empty by proving that it contains $B_{n_{s}}$. Since $B_{n_{j}} \subset U_{t}$ for every $j \in\{0, \ldots, s\}$, it suffices to show that

$$
\begin{equation*}
\forall 0 \leq j<i \leq s, \quad \forall f \in F_{i-j}, \quad B_{n_{s}} \subset M_{x_{j+1} \cdots x_{s}} A_{f\left(x_{j+1}, \ldots, x_{i}\right)} B_{n_{j}} \tag{6.6}
\end{equation*}
$$

Now fix $0 \leq j<i \leq s$ and $f \in F_{i-j}$. Observe that there exists some $g \in G_{n_{i}}(f)$ such that $y\left(n_{j}, n_{i}-1\right) f\left(x_{j+1}, \ldots, x_{i}\right)=g\left(y_{n_{i}}\right)$. Using (6.5), we conclude

$$
\begin{aligned}
B_{n_{s}} & \subset M_{y\left(n_{i}, n_{s}\right)} B_{n_{i}} \subset M_{y\left(n_{i}, n_{s}\right)} M_{y_{n_{i}}} D_{n_{i}} \\
\operatorname{using}(6.4) & \subset M_{y\left(n_{i}-1, n_{s}\right)}\left(A_{g\left(y_{n_{i}}\right)} B_{n_{i}-1}\right) \\
\operatorname{using}(6.5) & \subset M_{y\left(n_{i}-1, n_{s}\right)} A_{g\left(y_{n_{i}}\right)} M_{y\left(n_{j}, n_{i}-1\right)} B_{n_{j}} \\
\operatorname{using}(3.1) & =M_{y\left(n_{i}-1, n_{s}\right)} M_{y\left(n_{j}, n_{i}-1\right)} A_{g\left(y_{n_{i}}\right) / y\left(n_{j}, n_{i}-1\right)} B_{n_{j}} \\
& =M_{x_{j+1} \cdots x_{s}} A_{f\left(x_{j+1}, \ldots, x_{i}\right)} B_{n_{j}} .
\end{aligned}
$$

This proves (6.6) and finishes the proof of Theorem 6.6.

### 6.4 An elementary proof

In this section we present an elementary rendering of the above proof of Theorem 6.2. To keep things slightly more concrete, we prove Theorem 6.1; the proof in this section can be easily adapted to obtain Theorem 6.2 instead. We remark that, while this proof is short and essentially self contained, it is, in essence, a combinatorial rephrasing of the dynamical proof.

We will use the following strengthening of the polynomial van der Waerden's theorem which can be obtained by combining Theorem 1.3 with Theorem 2.23.

Theorem 6.8 (cf. [BH01, Theorem 4.5]). Let $E \subset \mathbb{N}$ be piecewise syndetic, and let $F \subset \mathbb{Z}[x]$ be finite. Then there exists $n \in \mathbb{N}$ such that the intersection

$$
E \cap \bigcap_{f \in F}(E-f(n))
$$

is piecewise syndetic.
Proof of Theorem 6.1. Let $s \in \mathbb{N}$ and, for each $i=1, \ldots, s$, let $F_{i}$ be a finite set of functions $\mathbb{N}^{i} \rightarrow \mathbb{N}$ such that for all $f \in F_{i}$ and any $x_{1}, \ldots, x_{i-1} \in \mathbb{N}$, the function $x \mapsto f\left(x_{1}, \ldots, x_{i-1}, x\right)$ is a polynomial with 0 constant term. Let $r \in \mathbb{N}$ and let $\mathbb{N}=$ $C_{1} \cup \cdots \cup C_{r}$ be an arbitrary coloring of $\mathbb{N}$. We need to find $t \in\{1, \ldots, r\}$ and (infinitely many) $x_{0}, x_{1}, \ldots, x_{s} \in \mathbb{N}$ satisfying

$$
\begin{equation*}
\left\{x_{0} \cdots x_{s}\right\} \cup\left\{x_{0} \cdots x_{j}+f\left(x_{j+1}, \ldots, x_{i}\right): 0 \leq j<i \leq s, f \in F_{i-j}\right\} \subset C_{t} \tag{6.7}
\end{equation*}
$$

As above, we will construct inductively four sequences:

- an increasing sequence $\left(y_{n}\right)_{n \geq 1}$ of natural numbers,
- two sequences $\left(B_{n}\right)_{n \geq 0}$ and $\left(D_{n}\right)_{n \geq 1}$ of piecewise syndetic subsets of $\mathbb{N}$,
- a sequence $\left(t_{n}\right)_{n \geq 0}$ of colors in $\{1, \ldots, r\}$,
such that $B_{n} \subset C_{t_{n}}$ for every $n \geq 0$.

It will be convenient to denote by $y(m, n) \in \mathbb{N}$ the product $y(m, n):=y_{m+1} y_{m+2} \cdots y_{n}$ for any $0 \leq m \leq n$, with the convention that the (empty) product $y(n, n)$ equals 1 . Initiate by choosing $t_{0} \in\{1, \ldots, r\}$ such that $C_{t_{0}}$ is piecewise syndetic (using Lemma 2.22), and let $B_{0}:=C_{t_{0}}$.

Assume now that $n \geq 1$ and that we have already defined $\left(t_{m}\right)_{m=0}^{n-1},\left(y_{m}\right)_{m=1}^{n-1},\left(B_{m}\right)_{m=0}^{n-1}$ and $\left(D_{m}\right)_{m=1}^{n-1}$. For each $i \in\{1, \ldots, s\}$ and each $f \in F_{i}$, we define the collection $G_{n}(f)$ of all functions $g: \mathbb{N} \rightarrow \mathbb{N}$ of the form

$$
g: z \mapsto y\left(m_{1}, n-1\right) f\left(y\left(m_{1}, m_{2}\right), y\left(m_{2}, m_{3}\right), \ldots, y\left(m_{i}, n-1\right) \cdot z\right)
$$

for any choice $0 \leq m_{1}<m_{2}<\cdots<m_{i}<n$. If $i>n$ then we set $G_{n}(f)$ to be empty. Observe that each $g \in G_{n}(f)$ is a polynomial with rational coefficients satisfying $g(0)=0$.

We apply Theorem 6.8 to find $y_{n} \in \mathbb{N}$ such that

$$
\begin{equation*}
D_{n}:=B_{n-1} \cap \bigcap_{i=1}^{s} \bigcap_{f \in F_{i}} \bigcap_{g \in G_{n}(f)}\left(B_{n-1}-g\left(y_{n}\right)\right) \tag{6.8}
\end{equation*}
$$

is piecewise syndetic. Observe that $y_{n} D_{n}$ is also piecewise syndetic, and therefore Lemma 2.22 provides some $t_{n} \in\{1, \ldots, r\}$ such that $B_{n}:=y_{n} D_{n} \cap C_{t_{n}}$ is piecewise syndetic. This finishes the construction of the sequences.

Note that $B_{n} \subset y_{n} D_{n} \subset y_{n} B_{n-1}$; iterating this fact we obtain

$$
\begin{equation*}
\forall 0 \leq m<n, \quad B_{n} \subset y(m, n) B_{m} \tag{6.9}
\end{equation*}
$$

Since the sequence $\left(t_{n}\right)_{n \geq 0}$ takes only finitely many values, there exists $t \in\{1, \ldots, r\}$ and infinitely many tuples of natural numbers $n_{0}<\cdots<n_{s}$ such that $t_{n_{i}}=t$. For each $i \in$ $\{1, \ldots, s\}$, let $x_{i}=y\left(n_{i-1}, n_{i}\right)$. Also, let $\tilde{x} \in B_{n_{s}}$ be arbitrary and let $x_{0}:=\tilde{x} /\left(x_{1} x_{2} \cdots x_{s}\right)$. Observe that, in view of (6.9), $x_{0} \in B_{n_{0}}$ and in particular is an integer. Moreover, (6.9) also implies that any initial product $x_{0} \cdots x_{j} \in B_{n_{j}}$.

We claim that (6.7) is satisfied with this choice of $t$ and $x_{i}$, which will finish the proof. Since $x_{0} \cdots x_{s}=\tilde{x}$ was chosen to belong to $B_{n_{s}} \subset C_{t}$, all that remains to prove is that for every $0 \leq j<i \leq s$ and every $f \in F_{i-f}$,

$$
\begin{equation*}
x_{0} \cdots x_{j}+f\left(x_{j+1}, \ldots, x_{i}\right) \in C_{t} \tag{6.10}
\end{equation*}
$$

Observe that there exists some $g \in G_{n_{i}}(f)$ such that $y\left(n_{j}, n_{i}-1\right) f\left(x_{j+1}, \ldots, x_{i}\right)=g\left(y_{n_{i}}\right)$. We have

$$
\begin{aligned}
x_{j+1} \cdots x_{i}\left(x_{0} \cdots x_{j}+f\left(x_{j+1}, \ldots, x_{i}\right)\right) & =x_{0} \cdots x_{i}+y_{n_{i}} g\left(y_{n_{i}}\right) \\
& \in B_{n_{i}}+y_{n_{i}} g\left(y_{n_{i}}\right) \\
& \subset y_{n_{i}} D_{n_{i}}+y_{n_{i}} g\left(y_{n_{i}}\right) \\
& \subset y_{n_{i}} B_{n_{i}-1} \\
& \subset y_{n_{i}} y\left(n_{j}, n_{i}-1\right) B_{j} \\
& =x_{j+1} \cdots x_{i} B_{j} \\
& \subset x_{j+1} \cdots x_{i} C_{t}
\end{aligned}
$$

Dividing by $x_{j+1} \cdots x_{i}$ we obtain precisely (6.10).
Remark 6.9. As an alternative approach, one could replace piecewise syndetic sets with sets having positive upper density and replace the polynomial van der Waerden's theorem with (a suitable form of) the polynomial Szemerédi's theorem in [BM96].

### 6.5 Applications to Ramsey theory

In this section we derive some corollaries of Theorem 6.1, by specifying values of $s$ and sets of functions $F_{i}$ of interest.

By letting $s=1$ in Theorem 6.1 we obtain the following result:
Corollary 6.10. Let $k \in \mathbb{N}$ and let $f_{1}, \ldots, f_{k} \in \mathbb{Z}[x]$ satisfy $f_{\ell}(0)=0$ for each $\ell$. Then for any finite coloring of $\mathbb{N}$ there exist $x, y \in \mathbb{N}$ such that the set

$$
\left\{x y, x+f_{1}(y), \ldots, x+f_{k}(y)\right\}
$$

is monochromatic.

Observe that by putting $f_{1}(y)=0$, the monochromatic configuration in the previous corollary contains $x$.

In a different direction, letting $s$ be arbitrary but requiring each $F_{i}$ to consist of only the zero function and the function $f_{i}\left(x_{1}, \ldots, x_{i}\right)=x_{1} \cdots x_{i}$ we deduce:

Corollary 6.11. For any $s \in \mathbb{N}$ and any finite coloring of $\mathbb{N}$, there exist $x_{0}, \ldots, x_{s} \in \mathbb{N}$ such that the set

$$
\left\{\prod_{\ell=0}^{j} x_{\ell}: 0 \leq j \leq s\right\} \cup\left\{\prod_{\ell=0}^{j} x_{\ell}+\prod_{\ell=j+1}^{i} x_{\ell}: 0 \leq j<i \leq s\right\}
$$

is monochromatic.

Observe that we do not require that each function $f \in F_{i}$ in Theorem 6.1 be a polynomial in all its variables (but only in the last variable). In particular, we obtain the following examples:

Example 6.12. The following are Ramsey families:

1. $\left\{x, x+y, x y, x y z, x+z, x+z^{y}\right\} ;$
2. $\{x, x y, x y z, x+f(y) z\}$ for any function $f: \mathbb{N} \rightarrow \mathbb{Z}$;
3. $\left\{x, x y, x y z, x y z t, x+z^{y}, x+t^{z}, x+f(y) t^{g(z)}\right\}$ for any functions $f, g: \mathbb{N} \rightarrow \mathbb{N}$.

Finally, we prove Corollary 6.4 from the introduction.
Corollary 6.4. Let $k \in \mathbb{N}$ and $c_{1}, \ldots, c_{k} \in \mathbb{Z} \backslash\{0\}$ be such that $c_{1}+\cdots+c_{k}=0$. Then for any finite coloring of $\mathbb{N}$ there exist pairwise distinct $a_{0}, \ldots, a_{k} \in \mathbb{N}$, all of the same color, such that

$$
\begin{equation*}
c_{1} a_{1}^{2}+\cdots+c_{k} a_{k}^{2}=a_{0} \tag{6.11}
\end{equation*}
$$

Proof. Consider the quadratic polynomials

$$
p(t)=\sum_{\ell=1}^{k} c_{\ell}(1+\ell t)^{2}, \quad q(t)=\sum_{\ell=1}^{k-1} c_{\ell}(1+\ell t)^{2}+c_{k}(1+2 k t)^{2} .
$$

Both have rational coefficients and a root at $t=0$. On the other hand, the derivatives

$$
p^{\prime}(t)=2 \sum_{\ell=1}^{k} \ell c_{\ell}(1+\ell t), \quad q^{\prime}(t)=2 \sum_{\ell=1}^{k-1} \ell c_{\ell}(1+\ell t)+4 k c_{k}(1+2 k t)
$$

can not both vanish at $t=0$. Therefore at least one of these polynomials must have a second root at some $t \in \mathbb{Q} \backslash\{0\}$. Assume $p$ has a second root (an analogous argument works in the alternative case). Letting $d$ be the denominator of $t$ and $u_{\ell}=d(1+\ell t)$ for each $\ell=1, \ldots, k$, we now have pairwise distinct $u_{1}, \ldots, u_{k} \in \mathbb{Z}$ such that $c_{1} u_{1}^{2}+\cdots+c_{k} u_{k}^{2}=0$. We can also assume that $c_{1} u_{1}+\cdots+c_{k} u_{k} \neq 0$ by changing some nonzero $u_{\ell}$ into $-u_{\ell}$ if necessary.

Let $b=2\left(c_{1} u_{1}+\cdots+c_{k} u_{k}\right)$. Let $\chi: \mathbb{N} \rightarrow\{1, \ldots, r\}$ be an arbitrary finite coloring of $\mathbb{N}$ and define a new coloring $\tilde{\chi}$ of $\mathbb{N}$ in $r+b-1$ colors by:

$$
\tilde{\chi}(n):=\left\{\begin{array}{cl}
\chi\left(\frac{n}{b}\right) & \text { if } n \text { is divisible by } b \\
r+(n \bmod b) & \text { otherwise }
\end{array}\right.
$$

where $n \bmod b \in\{0,1, \ldots, b-1\}$ is the remainder of the division of $n$ by $b$. Next apply Corollary 6.10 to find $x, y \in \mathbb{N}$ such that the set $\left\{x, x y, x+y, x+u_{1} y, \ldots, x+u_{k} y\right\}$ is monochromatic with respect to $\tilde{\chi}$.

Observe that, in view of the construction of the coloring $\tilde{\chi}$, all the numbers $x, x y, x+y$ share the same congruence class modulo $b$, which implies that both $x$ and $y$ are divisible by $b$. We deduce that the set $\left\{\frac{x y}{b}, \frac{x+u_{1} y}{b}, \ldots, \frac{x+u_{k} y}{b}\right\}$ consists of integers and is monochromatic with respect to $\chi$. Letting $a_{0}=\frac{x y}{b}$ and $a_{\ell}=\frac{x+u_{\ell} y}{b}$ for $\ell=1, \ldots, k$, we have the desired relation (6.11).
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[^0]:    ${ }^{1}$ By a slight abuse of notation, we represent by $\{x, y, x+y\}$ the family comprised of the three functions $(x, y) \mapsto x,(x, y) \mapsto y$ and $(x, y) \mapsto x+y$.

[^1]:    ${ }^{1}$ Recall that an homothety is the composition of a dilation with a translation.

[^2]:    ${ }^{2}$ A semigroup homomorphism is a function $f: H \rightarrow G$ such that $f(x+y)=f(x)+f(y)$ for every $x, y \in H$.

[^3]:    ${ }^{1}$ We call the reader's attention to the fact that there is no relation between the * in $D C^{*}$ and the * in $R^{*}$.

[^4]:    ${ }^{2}$ This means that $\rho: \ell^{\infty}(\mathbb{N}) \rightarrow \mathbb{C}$ is a shift invariant positive linear functional such that for any convergent sequence $\mathbf{x}=\left(x_{n}\right) \in \ell^{\infty}(\mathbb{N})$ we have $\rho(\mathbf{x})=\lim x_{n}$.

[^5]:    ${ }^{1} \mathrm{R}$ stands for returns.

[^6]:    ${ }^{1}$ In Theorem 5.32 we describe more precisely how large is the set of such $x$ and $n$.

[^7]:    ${ }^{2}$ By slight abuse of language we use the same symbol to denote the elements (such as $M_{1 / u}$ and $A_{-u}$ ) of $\mathcal{A}_{K}$ and the measure preserving transformation they induce on $\Omega$.

[^8]:    ${ }^{3}$ We deal here with anti-representations instead of (a priori more natural) representations because a measure preserving action $\left(T_{g}\right)_{g \in G}$ of a non-commutative semigroup $G$ induces a natural anti-representation of $G$ by isometries on the corresponding $L^{2}$ space. Of course, the results obtained in this section hold true for isometric representations as well.

[^9]:    ${ }^{4}$ In [Ber03] the results are stated and proved for groups only, but it is easy to check that the proofs work for discrete semigroups as well (as is observed in the first paragraph after the remark following Theorem 4.1 in [Ber03]).

[^10]:    ${ }^{5}$ This can be easily proved with the help of the Hales-Jewett theorem. Alternatively, one may combine Proposition 2.39 with Lemma 2.22.

