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Abstract

In this thesis, we study the growth of Sobolev norms of global solutions of solutions
to nonlinear Schrödinger type equations which we can’t bound from above by energy
conservation. The growth of such norms gives a quantitative estimate on the low-to-
high frequency cascade which can occur due to the nonlinear evolution. In our work,
we present two possible frequency decomposition methods which allow us to obtain
polynomial bounds on the high Sobolev norms of the solutions to the equations we are
considering. The first method is a high regularity version of the I-method previously
used by Colliander, Keel, Staffilani, Takaoka, and Tao and it allows us to treat a wide
range of equations, including the power type NLS equation and the Hartree equation
with sufficiently regular convolution potential, as well as the Gross-Pitaevskii equation
for dipolar quantum gases in the physically relevant 3D setting. The other method
is based on a rough cut-off in frequency and it allows us to bound the growth of
fractional Sobolev norms of the completely integrable defocusing cubic NLS on the
real line.

Thesis Supervisor: Gigliola Staffilani
Title: Abby Rockefeller Mauzé Professor of Mathematics

3



4



Acknowledgments

I would like to thank my Advisor, Gigliola Staffilani, for her dedication and

patience. Her determined guidance and vision made this work possible. It was an

honor to be her student.

Over the years, I have had the privilege to study with great and inspiring pro-

fessors, Damir Bakic, Boris Guljas, and Andrej Dujella at the University of Zagreb,

Marina Ratner, Vaughan Jones, Maciej Zworski, Michael Christ, Lawrence Craig

Evans, Michael Klass, William Kahan, and Olga Holtz at the University of Califor-

nia Berkeley, and Richard Melrose, David Jerison, Tobias Colding, Tomasz Mrowka,

and Denis Auroux at the Massachusetts Institute of Technology. I would also like to

specially mention Zeljko Buranji, my math teacher at the Ivan Goran Kovacic Ele-

mentary School in Zagreb, Croatia. To all of the mentioned teachers, I express my

deepest gratitude. It was their motivation which drove me to seek to understand the

beauty of mathematics.

I would like to express my gratitude to Antti Knowles for teaching a useful class

on dynamics of large quantum systems, as well as for suggesting several problems for

our research, most notably the Hartree equation. Also, I thank Kay Kirkpatrick for

suggesting to us to study the Gross-Pitaevskii equation for dipolar quantum gases.

Moreover, I would like to thank Hans Christianson for many patient discussions about

well-posedness theory and for his useful suggestions in our research, as well as for his

kindness, encouragement, and sense of humor.

It was a great privilege to be a teaching assistant for the graduate analysis class

18.155 in the Fall of 2010, under the superb guidance of Michael Eichmair. Being a

TA for the class was an excellent learning experience and I would like to thank both

Michael and the whole class for making it possible. Michael’s wisdom and generosity

have always been an inspiration to the whole department.

I am grateful for the support and friendship I have received over the last five years

from my friends Hadi Tavakoli Nia, Francesco Mazzini, Martina Balagovic, Carla Sofia

Perez Martinez, Silvia Sabatini, Silvia Montarani, Matjaz Konvalinka, Tova Brown,

5



Martin Frankland, David Jordan, Natasa Blitvic, Tea Zakula, and Grgur Tokic. One

can just wish to have such great friends.

During my graduate school years, I always enjoyed the friendship of my class-

mates, colleagues, and friends at MIT, and I would like to thank Amanda Redlich,

Alejandro Morales, Nikola Kamburov, Angelica Osorno, Ana Rita Pires, Vera Vertesi,

Craig Desjardins, Hoda Bidkhori, Niels Martin Moller, Lu Wang, Hamid Hezari,

Xuwen Zhu, Michael Donovan, Dana Mendelson, Michael Andrews, Fucheng Tan,

Rosalie Belanger-Rioux, Chris Dodd, Uhirinn Suh, Yoonsuk Hyun, Benjamin Iriarte

Giraldo, Jennifer Park, Tiankai Liu, Kestutis Cesnavicius, Ramis Movassagh, Kiril

Datchev, Hoeskulldur Haldorsson, Matthew Gelvin, Joel Lewis, Nate Bottman, Nan

Li, Leonardo Andres Zepeda-Nunez, Bhairav Singh, Nikhil Savale, Dustin Clausen,

Jethro van Ekeren, Roman Travkin, William Lopes, Ben Mares, Yan Zhang, Giorgia

Fortuna, Liang Xiao, Jose Soto, Suho Oh, Christian Hilaire, Ailsa Keating, Jiay-

ong Li, Hwanchul Yoo, Saul Glasman, Galyna Dobrovolska, Qian Lin, Giulia Sar-

fati, Roberto Svaldi, Ben Harris, Oleksandr Tsymbaliuk, Caterina Stoppato, Dorian

Croitoru, Nicholas Sheridan, Nick Rozenblyum, Jacob Bernstein, Chris Kottke, Ronen

Mukamel, Leonid Chindelevitch, Ricardo Andrade, Gregory Drugan, David Shirokoff,

Chris Evans, Steven Sivek, Doris Dobi, Irida Altman, Khoa Lu Nguyen, Enno Lenz-

mann, Vera Mikyoung Hur, Shan-Yuan Ho, Christine Breiner, Emily Peters, Peter

Tingley, Avshalom Manela, Brett Kotschwar, Gregg Musiker, Pierre Albin, James

Pascaleff, Steven Kleene, Sam Watson, Aaron Naber, Chiara Toglia, Shani Sharif,

Katarina Blagovic, Mohammad-Reza Alam, Ranko Sredojevic, Benjamin Charles

Druecke, Alex Kalmikov, Wenting Xiao, Natasa Dragovic, Dusan Miljancevic, Mark

Kalinich, Austin Minnich, Gunjan Agarwal, Gerd Benjamin Bewersdorf, and Martin

Kraus. They have helped make my MIT experience a pleasant one, and I will look

back on these years with fondness.

I would like to thank my colleagues from conferences and workshops for their

helpful discussions. In particular, I would like to thank Jeremy Marzuola, Lydia Bieri,

Robert Strain, Younghun Hong, Mahir Hadzic, Zaher Hani, Betsy Stovall, Naiara

Arrizabalaga-Uriarte, Andoni Garcia-Alonso, Miren Zubeldia-Plazaola, Alessandro

6



Selvitella, Paolo Antonelli, Ioan Bejenaru, Mihai Tohanaeanu, Boris Ettinger, and

Baoping Liu. I have learned a lot from discussions with my excellent colleagues.

It was a great experience to work with superb classmates in college. I always

fondly remember the study sessions with my classmates Ha Pham, Wenjing Zheng,

Yann-Shin Aaron Chen, Boris Bukh, and Dominic McCarty at UC Berkeley. My

classmates in college gave me great motivation to go to graduate school.

Furthermore, I would like to thank my friends in Croatia for believing in me

and for their friendship despite my long absence. In particular, I would like to thank

Marijan Polic, Daniela Sipalo, Marijana Zec, Ines Bonacic, Ana Prlic, Tomislav Beric,

Dragana Pop, Ana Pavlina, Kresimir Ivancic, Matilda Troost, Rafaela Guberovic, and

Elena Primorac. Their friendship has always meant a lot to me.

During the last four years, I have had the fortune to work with a superb piano

teacher, Alice Wilkinson. I would like to thank her for her patience and her effort.

Music has always been a balancing factor in my life, and I am grateful to my teacher

for helping me not to lose this important aspect.

I would like to especially thank my mother Jasminka Sohinger for her love and ded-

ication, and for being a superb life-long role model. In addition, I would like to thank

my father Tomislav Sohinger for his constant support and unsurpassable encourage-

ment. Finally, I would like to dedicate my thesis to the memory of my grandfather

Ivan Sabo (1925-1994). His passion for knowledge and his open-mindedness have been

an inspiration to me ever since I was very young.

7



8



Contents

1 Introduction 13

1.1 General setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.2 Statement of the problem . . . . . . . . . . . . . . . . . . . . . . . . 14

1.2.1 The NLS Cauchy problem . . . . . . . . . . . . . . . . . . . . 14

1.2.2 Conserved quantities . . . . . . . . . . . . . . . . . . . . . . . 15

1.2.3 Global existence and a uniform bound . . . . . . . . . . . . . 16

1.2.4 Low-to-high frequency cascade . . . . . . . . . . . . . . . . . . 16

1.3 Previously known results . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3.1 The linear Schrödinger equation with potential . . . . . . . . . 20

1.4 Main ideas of our proofs . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.4.1 The smooth cut-off; the upside-down I-method . . . . . . . . . 23

1.4.2 The rough cut-off . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.5 Some notation and conventions . . . . . . . . . . . . . . . . . . . . . 26

1.6 General facts from harmonic analysis . . . . . . . . . . . . . . . . . . 30

1.7 Organization of the Chapters . . . . . . . . . . . . . . . . . . . . . . 35

2 Bounds on S1 37

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.1.1 Statement of the main results . . . . . . . . . . . . . . . . . . 39

2.1.2 Previously known results . . . . . . . . . . . . . . . . . . . . . 40

2.1.3 Main ideas of the proofs . . . . . . . . . . . . . . . . . . . . . 41

2.2 Facts from harmonic analysis . . . . . . . . . . . . . . . . . . . . . . 44

2.3 Quintic and Higher Order NLS . . . . . . . . . . . . . . . . . . . . . 45

9



2.3.1 Definition of the D operator . . . . . . . . . . . . . . . . . . . 45

2.3.2 A local-in-time estimate and an approximation lemma . . . . 46

2.3.3 Control on the increment of ‖Du(t)‖2
L2 . . . . . . . . . . . . . 48

2.3.4 Proof of Theorem 2.1.1 for k ≥ 3 . . . . . . . . . . . . . . . . 67

2.3.5 Remarks on the result of Bourgain . . . . . . . . . . . . . . . 68

2.4 Modifications of the Cubic NLS . . . . . . . . . . . . . . . . . . . . . 69

2.4.1 Modification 1: Hartree Equation . . . . . . . . . . . . . . . . 69

2.4.2 Modification 2: Defocusing Cubic NLS with a potential . . . . 88

2.4.3 Modification 3: Defocusing Cubic NLS with an inhomogeneous

nonlinearity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

2.4.4 Comments on (2.4), (2.5), and (2.6) . . . . . . . . . . . . . . . 105

2.5 Appendix A: Proof of Lemma 2.2.1 . . . . . . . . . . . . . . . . . . . 105

2.6 Appendix B: Proofs of Propositions 2.3.1, 2.3.2, and 2.3.3 . . . . . . . 109

3 Bounds on R 127

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

3.1.1 Statement of the main results . . . . . . . . . . . . . . . . . . 127

3.1.2 Previously known results . . . . . . . . . . . . . . . . . . . . . 129

3.1.3 Main ideas of the proofs . . . . . . . . . . . . . . . . . . . . . 130

3.2 Facts from harmonic analysis . . . . . . . . . . . . . . . . . . . . . . 133

3.3 The cubic nonlinear Schrödinger equation . . . . . . . . . . . . . . . 140

3.3.1 Basic facts about the equation . . . . . . . . . . . . . . . . . . 140

3.3.2 An Iteration bound and Proof of Theorem 3.1.1 . . . . . . . . 142

3.4 The Hartree equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

3.4.1 Definition of the D operator . . . . . . . . . . . . . . . . . . . 152

3.4.2 An Iteration bound and proof of Theorem 3.1.2 . . . . . . . . 154

3.5 Appendix A: Auxiliary results for the cubic nonlinear Schrödinger

equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

3.6 Appendix B: Auxiliary results for the Hartree equation . . . . . . . . 169

3.7 Appendix C: The derivative nonlinear Schrödinger equation . . . . . 174

10



4 Bounds on T2 and R2 177

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

4.1.1 Statement of the main results . . . . . . . . . . . . . . . . . . 178

4.1.2 Previously known results . . . . . . . . . . . . . . . . . . . . . 179

4.1.3 Main ideas of the proofs . . . . . . . . . . . . . . . . . . . . . 180

4.2 Facts from harmonic analysis . . . . . . . . . . . . . . . . . . . . . . 181

4.2.1 Estimates on T2 . . . . . . . . . . . . . . . . . . . . . . . . . . 181

4.2.2 Estimates on R2 . . . . . . . . . . . . . . . . . . . . . . . . . . 183

4.3 The Hartree equation on T2 . . . . . . . . . . . . . . . . . . . . . . . 187

4.3.1 Definition of the D-operator . . . . . . . . . . . . . . . . . . . 187

4.3.2 Local-in-time bounds . . . . . . . . . . . . . . . . . . . . . . . 188

4.3.3 A higher modified energy and an iteration bound . . . . . . . 190

4.3.4 Further remarks on the equation . . . . . . . . . . . . . . . . 203

4.4 The Hartree equation on R2 . . . . . . . . . . . . . . . . . . . . . . . 204

4.4.1 Definition of the D-operator . . . . . . . . . . . . . . . . . . . 204

4.4.2 Local-in-time bounds . . . . . . . . . . . . . . . . . . . . . . . 205

4.4.3 A higher modified energy and an iteration bound . . . . . . . 206

4.4.4 Choice of the optimal parameters . . . . . . . . . . . . . . . . 218

4.4.5 Remarks on the scattering result of Dodson . . . . . . . . . . 219

4.4.6 Further remarks on the equation . . . . . . . . . . . . . . . . 221

4.5 Appendix: Proof of Proposition 4.3.1 . . . . . . . . . . . . . . . . . . 222

5 Bounds on R3; the Gross-Pitaevskii Equation for dipolar quantum

gases 231

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

5.1.1 Statement of the main result . . . . . . . . . . . . . . . . . . . 233

5.1.2 Main ideas of the proof . . . . . . . . . . . . . . . . . . . . . . 233

5.2 Facts from harmonic analysis . . . . . . . . . . . . . . . . . . . . . . 234

5.2.1 An improved Strichartz estimate . . . . . . . . . . . . . . . . 235

5.2.2 A frequency localized Strichartz estimate . . . . . . . . . . . . 240

11



5.3 Proof of the Main Result . . . . . . . . . . . . . . . . . . . . . . . . . 241

5.3.1 Definition of the D operator . . . . . . . . . . . . . . . . . . . 241

5.3.2 Local-in-time bounds . . . . . . . . . . . . . . . . . . . . . . . 242

5.3.3 Estimate on the growth of ‖Du(t)‖2
L2
x

. . . . . . . . . . . . . . 243

5.4 Appendix: Proof of Proposition 5.3.1 . . . . . . . . . . . . . . . . . . 248

5.5 Comments and further results . . . . . . . . . . . . . . . . . . . . . . 258

5.5.1 The unstable regime . . . . . . . . . . . . . . . . . . . . . . . 258

5.5.2 Adding a potential . . . . . . . . . . . . . . . . . . . . . . . . 258

5.5.3 Higher modified energies . . . . . . . . . . . . . . . . . . . . . 259

5.5.4 Lower dimensional results . . . . . . . . . . . . . . . . . . . . 261

12



Chapter 1

Introduction

1.1 General setup

Nonlinear Dispersive Partial Differential Equations model nonlinear wave phenomena

which arise in various physical systems, such as the limiting dynamics of large Bose

systems [92, 103], shallow water waves [79], and geometric optics [103]. These are non-

linear evolution equations whose solutions spread out as waves in the spatial domain

if no boundary conditions are imposed. The most famous examples of nonlinear dis-

persive PDE are the Nonlinear Schrödinger equation (NLS), the Korteweg-de Vries

equation (KdV), and the Nonlinear wave equation (NLW). A key feature of these

equations is that they are Hamiltonian, and hence they possess an energy functional

which is formally conserved under their evolution.

The tools used to study nonlinear dispersive PDE come from harmonic analysis

and from Fourier analysis. If one studies the equations on periodic domains, one also

has to apply techniques from analytic number theory, as was first done in the work

of Bourgain [9]. All of these tools are primarily used in order to understand the dis-

persive properties of the linear part of the equation. These dispersive properties are

manifested through an appropriate class of spacetime estimates known as Strichartz

estimates, as we will recall below. A family of Strichartz estimates in the non-periodic

setting was first proved in the work of Strichartz [98], and the endpoint case was re-
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solved by Keel-Tao [69]. In the work of Bourgain [9], Strichartz estimates were proved

in the periodic setting. An appropriate use of Strichartz estimates and a fixed point ar-

gument allows one to obtain local well-posedness in the critical or sub-critical regime1.

In sub-critical regime, if one also has an a priori bound coming from conservation of

an energy functional, one can easily obtain global well-posedness. Key contribu-

tions to the study of the Cauchy problem for nonlinear dispersive PDE were made

by Ginibre-Velo [50, 51], Lin-Strauss [81], Kato [67], Hayashi-Nakamitsu-Tsutsumi

[62], Cazenave-Weissler [29], Kenig-Ponce-Vega [72], and Bourgain [9]. These results

mostly concern the subcritical regime. There has also been a substantial amount of

work done in the critical regime. Global existence results were proved in the energy-

critical regime, by Struwe [102], Grillakis [57, 58], Shatah-Struwe [94], Kapitanski

[66], Bahouri-Shatah [3], Bahouri-Gérard [2], Bourgain [16], Nakanishi [88, 89], Tao

[105], Kenig-Merle [70], Ryckman-Visan [91], Visan [109], Colliander-Keel-Staffilani-

Takaoka-Tao [37], and in the mass-critical regime by Tao-Visan-Zhang [107], Killip-

Visan-Zhang [76], Killip-Tao-Visan [74], Dodson [43, 44, 43].

Our work has focused on studying the qualitative properties of global solutions

in the case of the NLS equation. The property that we want to understand is the

transfer of energy from low to high frequencies. More precisely, we want to start

out with initial data which are localized in frequency, and we want to see how fast

a substantial part of the frequency support can flow to the high frequencies under

the evolution of the NLS. As we will see below, one way to quantify this frequency

cascade is through the growth in time of the high Sobolev norms of a solution u.

1.2 Statement of the problem

1.2.1 The NLS Cauchy problem

Given s ≥ 1, we will consider the following general NLS Cauchy problem:

1The criticality of the equation is determined by scaling.
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iut + ∆u = K(u), x ∈ X, t ∈ R

u(x, 0) = Φ(x) ∈ Hs(X).

(1.1)

Here, u = u(x, t), X is a spatial domain, t is the time variable, K is a nonlinearity,

and Hs(X) is the Sobolev space of index s on X. We will not study the general

problem (1.1), but we will specialize to two possibilities in the spatial domain:

(i) X = Td (Periodic setting).

(ii) X = Rd (Non-periodic setting).

We will restrict our attention to d ≤ 3. For the nonlinearity K(u), we will typically

consider two main types:

(i) K(u) = |u|2ku, for some k ∈ N (Defocusing algebraic nonlinearity of degree

2k + 1).

(ii) K(u) = (V ∗ |u|2)u, for some function V : X → R (Hartree nonlinearity).

Here ∗ denotes convolution in the x-variable: f ∗ g(x) =
∫
X
f(y)g(x− y)dy. We note

that the first nonlinearity is local, i.e its value at a point x depends only on the value

of u at x, whereas the second nonlinearity is non-local. Some K(u) we will consider

will be combinations and modifications of the algebraic and Hartree nonlinearities.

1.2.2 Conserved quantities

All the models we will consider will have conserved mass given by:

M(u(t)) =

∫
X

|u(x, t)|2dx. (1.2)

and conserved energy given by:

E(u(t)) =
1

2

∫
X

|∇u(x, t)|2dx+

∫
X

P (u(x, t))dx. (1.3)
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The part P (u(x, t)) depends on the nonlinearity. We note that P (u) = 1
2k+2
|u|2k+2 for

the algebraic nonlinearity of degree 2k+ 1 and P (u) = 1
4
(V ∗ |u|2)|u|2 for the Hartree

nonlinearity. The first term in E(u(t)) is called the kinetic energy and the second

term is called the potential energy. In all of the models that we will be studying, the

potential energy will be non-negative. We call this type of problem defocusing. One

can also study the focusing in which the nonlinearity K(u) = −|u|2k−1u. For such

problems, energy is non longer necessarily a non-negative quantity. In this work, we

will restrict our attention to the defocusing problem though.

The fact that mass and energy are conserved can be formally checked by differen-

tiating under the integral sign. A rigorous justification requires a density argument

which uses the well-posedness of the Cauchy problem. An overview of these ideas is

given in [106].

1.2.3 Global existence and a uniform bound

Existence of solutions to (1.1) locally in time can be shown by using a fixed point

argument [50, 81]. Since the initial data lies in H1, one can use the conservation of

mass and energy, as well as the fact that the potential energy is non-negative, one can

deduce the existence of global solutions From the conservation of mass and energy

and the non-negativity of the potential energy, it follows that the H1 norm of a global

solution is uniformly bounded in time [50, 51, 29, 9]. Namely, the following bound

holds:

‖u(t)‖H1 ≤ C(Φ). (1.4)

1.2.4 Low-to-high frequency cascade

We will be interested in obtaining bounds on the Hs norm of a solution. We recall

that:

‖u(t)‖Hs =
( ∫
|û(ξ, t)|2dξ

) 1
2 . (1.5)
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Here ·̂ denotes the Fourier transform on X, and the domain of integration is Rd when

X = Rd and it is Zd when X = Td. If we combine Plancherel’s Theorem and the

conservation of mass (1.2), it follows that the quantity:

( ∫
|û(ξ, t)|2dξ

) 1
2 . (1.6)

is constant in t. Hence, the area under the graph of the function ξ 7→ |û(ξ, t)|2 is

the same for all times t. By (1.5) and (1.6), it follows that the growth of ‖u(t)‖Hs

for s � 1 gives us a quantitative estimate how much of the frequency support of u,

i.e. support of ξ 7→ û(ξ, t), has shifted to the high frequencies, i.e to the set where

|ξ| � 1. The latter phenomenon is called the low-to-high frequency cascade or forward

cascade. We must note that it is not possible for the whole frequency support of u to

transfer to the high frequencies by (1.4). Hence, the growth of high Sobolev norms

effectively estimates how much a only a part of the frequency support of u has moved

to the high frequencies. We note that this problem sometimes also goes under the

name of weak turbulence or wave turbulence and it has been studied since the 1960s

in the physics literature [60, 82, 117], and in the mathematical literature [6, 7]. The

latter two papers were based on methods from probability theory. In the 1990s, the

problem was also studied numerically [83]. The aim of all of the mentioned works

is to obtain a statistical description of the forward cascade mechanism in weakly

interacting dispersive wave models.

1.3 Previously known results

Suppose that u is a solution of (1.1). One can immediately obtain exponential bounds

on the growth of Sobolev norms by iterating the local-in-time bounds coming from

the local well-posedness of the equation. The main reason is that the increment time

coming from local well-posedness is determined by the conserved quantities of the

equation. More precisely, one recalls from [9, 15, 106] that there exist δ > 0 and

C > 1 depending only on the initial data such that for all times t0:
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‖u(t0 + δ)‖Hs ≤ C‖u(t0)‖Hs . (1.7)

We iterate (1.7) to obtain the exponential bound:

‖u(t)‖Hs .s,Φ e
A|t|. (1.8)

It is, however, possible to obtain polynomial bounds. This was achieved for other

nonlinear Schrödinger equations in [12, 27, 98, 99, 118]. The main idea in these papers

was to modify (1.7) to obtain an improved iteration bound by which there exists a

constant r ∈ (0, 1) depending on k, s and δ, C > 0 depending also on the initial data

such that for all times t0:

‖u(t0 + δ)‖2
Hs ≤ ‖u(t0)‖2

Hs + C‖u(t0)‖2−r
Hs . (1.9)

In [12], (1.9) is proved by the Fourier multiplier method, whereas in [98, 99], this

bound is proved by using fine multilinear estimates. The key to the latter approach

was in the use of smoothing estimates similar to those used in [73]. A slightly different

approach, based on the analysis from [22], is used to obtain the same iteration bound

in [27, 118].

One can show that (1.9) implies:

‖u(t)‖Hs .s,Φ (1 + |t|)
1
r . (1.10)

A slightly different approach to bounding ‖u(t)‖Hs is given in [13]. In this work, one

considers the defocusing cubic NLS on R3 and by an appropriate use of Strichartz

estimates, it is shown that, given Φ ∈ H1(R3), one obtains the following uniform

bound on the localized Sobolev norms for the solution u:

‖u(t)‖Hs
loc,x(R3) ≤ C(Φ) (1.11)

Here ‖f‖Hs
loc,x(R3) := sup

I⊆R3,I is a unit cube ‖f‖Hs
x(I), where ‖ · ‖Hs

x(I) denotes the
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corresponding restriction norm. However, the local bound (1.11) can be improved to

a global one by using the results from [35] below, as we will see.

For certain NLS equations, one can deduce uniform bounds on ‖u(t)‖Hs from

scattering results. We recall that in the context of the NLS equation, the equation

(1.1) is said to scatter in Hs if, for all Φ ∈ Hs, there exist u± ∈ Hs such that:

lim
t→±∞

‖u(t)− S(t)u±‖Hs = 0. (1.12)

where S(t) denotes the free Schrödinger evolution operator. By unitarity of S(·) on

Hs, it follows that (1.12) implies that ‖u(t)‖Hs is uniformly bounded. Several Hs1-

scattering results have been shown NLS-type equations in [35, 37, 42, 43, 44, 75].

From Hs1-scattering, one can deduce Hs-scattering if the initial data lies in Hs, for

any s ≥ s1. This persistence of regularity result for scattering is sketched in Chapter

4.

Let us note that all of the mentioned scattering results hold on non-periodic

domains. It is not expected to be possible to obtain scattering results on periodic

domains due to weaker dispersion. This fact that L2 scattering doesn’t hold was

precisely verified for the defocusing cubic NLS on T2 in [39].

Another special situation occurs when the NLS equation is completely integrable.

For our purposes, this means that there exist infinitely many conservation laws, which

in turn give bounds on all Sobolev norms of degree a positive integer. More precisely,

if (1.1) is completely integrable, k ∈ N, and Φ ∈ Hk, then ‖u(t)‖Hk is uniformly

bounded in time. The most famous NLS equation which is completely is the cubic

NLS on R and on S1 = T1 [84]. Another completely integrable model is the derivative

nonlinear Schrödinger equation (DNLS), which is defined on R as the spatial domain

with the nonlinearity K(u) = i∂x(|u|2u) [68]. We note that complete integrability

doesn’t immediately imply that ‖u(t)‖Hs is uniformly bounded when s is not an

integer, and the only assumption that we have on the initial data is that it belongs

to Hs.
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1.3.1 The linear Schrödinger equation with potential

The growth of high Sobolev norms also been studied for the linear Schrödinger equa-

tion with potential, namely for a real function V = V (x, t), one considers the following

linear PDE:

iut + ∆u = V u. (1.13)

The growth of high Sobolev norms for (1.13) has been studied in [18, 17, 41, 111].

Under rather restrictive smoothness assumptions on V (for instance, in [18], V is

taken to be jointly smooth in x and t with uniformly bounded partial derivatives

with respect to both of the variables), it is shown that solutions to (1.13) satisfy for

all ε > 0 and all t ∈ R:

‖u(t)‖Hs .s,Φ,ε (1 + |t|)ε. (1.14)

in [18], and, for some r > 0

‖u(t)‖Hs .s,Φ log(1 + |t|)r. (1.15)

in [17, 111]. The latter result requires even stronger assumptions on V .

The idea of the proof of (1.14),(1.15) is to reduce the problem to one that is

periodic in time and then to use localization of eigenfunctions of a certain linear

differential operator together with separation properties of the eigenvalues of the

Laplace operator on S1. These separation properties can be deduced by elementary

means on S1. In [18], the bound (1.14) is also proved on Sd, for d ≥ 2. In this

case, the separation properties are proved by a more sophisticated number theoretic

argument.

A different proof of (1.14) was later given in [41]. The argument given in [41] is

based on an iterative change of variable. In addition to recovering the result (1.14)

on any d-dimensional torus, the same bound is proved for the linear Schrödinger

equation on any Zoll manifold, i.e. on any compact manifold whose geodesic flow is

periodic. Moreover, in [110], it was shown that one can even obtain uniform bounds
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on ‖u(t)‖Hs if one assumes certain spectral properties related to the potential V .

These properties can be checked for the special potential V (x, t) = δ cosx cos t when

δ � 1 is sufficiently small.

It would be an interesting project to obtain bounds of the type (1.14) for an NLS

equation evolving from smooth initial data. Here, we have to restrict to an NLS

equation for which Hs-scattering is not known. Namely, as we noted above, Hs-

scattering implies uniform bounds on ‖u(t)‖Hs . Since one is considering initial data,

one should also consider an NLS equation which is not completely integrable. Hence,

a good model to consider would be the defocusing quintic NLS equation on S1. A

possible approach to deduce (1.14) to substitute V = |u|2k into (1.13) and bootstrap

polynomial bounds on ‖u(t)‖Hs by applying the technique from [18] to obtain better

bounds. However, there doesn’t seem to be a simple way to implement this approach.

The reason is that the reduction to the problem which is periodic in time doesn’t

work as soon as one has some growth in time of a fixed finite number of Sobolev

norms.

The problem of Sobolev norm growth was also recently studied in [39], but in

the sense of bounding the growth from below. In this paper, the authors exhibit the

existence of smooth solutions of the cubic defocusing nonlinear Schrödinger equation

on T2 whose Hs norm is arbitrarily small at time zero and is arbitrarily large at some

large finite time. The work [39] is related to work of Kuksin [80] in which the author

considers the case of small dispersion. By an appropriate rescaling, this can be shown

to be equivalent to studying the same problem as in [39] with large initial data.

Furthermore, if one starts from a specific initial data containing only five frequen-

cies, an analysis of which Fourier modes become excited has recently been studied in

[25] by different methods. One should note that both papers study the behavior of

the high Sobolev norms at a large finite time and that behavior at infinity is still an

open problem.

Let us remark that in the mentioned works it is not clear if the constructed solution

u satisfies lim supt→+∞ ‖u(t)‖Hs = ∞ for s � 1. The only known constructions of

solutions to nonlinear dispersive PDEs with divergent high Sobolev norms are due
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to Bourgain [10, 11, 12]. In these papers, the KdV, NLS, and nonlinear Wave-type

equation are studied respectively. However, one has to modify the original equations

to look at a spectrally defined Laplacian or nonlinearity. The result in [12] gives a

powerlike lower bound on the growth. The techniques are based on perturbation from

the linear equations. It is not clear how to modify these methods to use them for

the standard dispersive models. Furthermore, we note that if one considers a linear

Schrödinger equation with an appropriate random potential, the H1 norm grows at

least like a power of t almost surely [18].

A different way of modifying the NLS equation leads to the cubic Szegö equation:

iut = Π(|u|2u), x ∈ S1, t ∈ R

u(x, 0) = Φ(x) ∈ L2
+(S1).

(1.16)

Here, L2(S1) is the closed subspace of L2(S1) of functions having Fourier coefficients

with only non-negative indices, i.e. of the form
∑

k∈N0
fke

ikx and Π : L2(S1)→ L2
+(S1)

is the projection operator:

Π(
∑
k∈Z

ake
ikx) :=

∑
k∈N0

ake
ikx.

The operator Π is called the Szegö projection.

The analogous instability result to the one obtained in [39] for the equation (1.16)

was recently obtained by Gérard and Grellier in [47] by using methods from complex

analysis. It is also shown that (1.16) is completely integrable. On the other hand,

there is no dispersive term in the equation, so the instability result is not unexpected.

1.4 Main ideas of our proofs

The main step in all of our proofs is to obtain a good iteration bound, based on an

appropriate frequency decomposition. The iteration bounds we will use will usually

not be as dependent on the structure of the nonlinearity as the iteration bound (1.9).

As we will see, there will be essentially two different iteration bounds we will use,
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one with a smooth frequency cut-off, and one with a rough frequency cut-off. We

always use the smooth frequency cut-off in the periodic setting, as the smoothness

allows us to compensate for the lack of many dispersive estimates. In the non-periodic

setting, we can use both types of frequency cut-offs, but in practice the rough cut-off

is more useful only in the case of estimating the growth of fractional Sobolev norms

of solutions to completely integrable equations such as the Cubic NLS on R.

1.4.1 The smooth cut-off; the upside-down I-method

We will use the idea, used in [18, 17, 111], of estimating the high-frequency part of the

solution. Let E1 denote an operator which, after an appropriate rescaling, essentially

adds the square L2 norm of the low frequency part and the square Hs norm of the high

frequency part of a function. The threshold between the low and high frequencies is

the parameter N > 1. With this definition, we want to show that there exist β > 0,

depending on the nonlinearity and spatial domain and δ, C > 0 depending only on Φ

such that for all times t0:

E1(u(t0 + δ)) ≤ (1 +
C

Nβ
)E1(u(t0)). (1.17)

One observes that (1.17) is more similar to (1.7) than to (1.9). The key fact to

observe is that, due to the present decay factor, iteration of (1.17) O(N
1
2
−) times

doesn’t cause exponential growth in E1(u(t)), as it did for ‖u(t)‖Hs in (1.8). We note

that it is more difficult to obtain the decay factor in the periodic setting, than in the

non-periodic setting.

We take:

E1(f) := ‖Df‖2
L2 . (1.18)

Here D is an appropriate Fourier multiplier. In this paper, we take the D-operator

to be an upside-down I-operator, corresponding to high regularities. We construct D

in such a way that:

‖Df |L2 . ‖f‖Hs . N s‖Df‖L2 . (1.19)
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The operatorD is the opposite from the standard I-operator, which was first developed

in the work of Colliander-Keel-Staffilani-Takaoka-Tao (I-Team) [31, 32, 33, 34, 36].The

idea of using an upside-down I-operator first appeared in [33], but in the low regularity

context. The purpose of such an operator is to control the evolution of a Sobolev

norm which is higher than the norm associated to a particular conserved quantity.

We then want to estimate:

∫
I

d

dt
‖Du(t)‖2

L2dt. (1.20)

over an appropriate time interval I whose length depends only on the initial data.

Similarly as in the papers by the I-Team, the multiplier θ corresponding to the

operator D is not a rough cut-off. Hence, in frequency regimes where certain cancela-

tion occurs, we can symmetrize the expression and see how the cancelation manifests

itself in terms of θ, as in [33]. If there is no cancelation in the symmetrized expres-

sion, we need to look at the spacetime Fourier transform. Arguing as in [22, 118],

we decompose our solution into components whose spacetime Fourier transform is

localized in the parabolic region 〈τ + |ξ|2〉 ∼ L. In each of the cases, we obtain a

satisfactory decay factor. The mentioned symmetrizations and localizations allow us

to compensate for the absence of an improved Strichartz estimate when working in

the periodic setting. The localization to parabolic regions is particularly useful in the

case of quintic and higher order NLS on S1.

In certain cases, we can add a multilinear correction to the quantity E1(u(t)), as

defined in (1.18) to obtain a quantity E2(u(t)) which is equivalent to E1(u(t)), but is

even more slowly varying, i.e. for which β in (1.17) is even larger. The idea is to choose

the correction to be such that d
dt
E2(u(t)) contains the same number of x derivatives

as d
dt
E1(u(t)), but that these derivatives are distributed over more factors of u, thus

making E2(u(t)) even more slowly varying. Heuristically, we can view this is a way of

artificially adding more dispersion to the problem. This method is called the method

of higher modified energies, and was previously in the context of a modification of the

I-method in [32, 33]. The method of higher modified energies comes from the general
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principle is reminiscent of the method of Birkhoff normal forms [4, 112] used in KAM

theory. We apply the mentioned method in one and two-dimensional problems, both

in the periodic and in the non-periodic setting. The two-dimensional setting is more

subtle due to orthogonality issues that arise in studying the resonant frequencies.

1.4.2 The rough cut-off

We again start with a threshold N between the low and the high frequencies. Here,

we take the rough projection Q defined by:

Q̂f(ξ) := χ|ξ|≥N f̂(ξ). (1.21)

The main idea of the method is to look at the high and low-frequency part of the

solution u similarly as in [18], and, in addition, to use the bound on the integral

Sobolev norms that one obtains from the complete integrability. Namely, for k ∈ N:

‖u(t)‖Hk ≤ Bk(Φ) (1.22)

From (1.22), we can deduce that for all times t:

‖(I −Q)u(t)‖Hs ≤ C(Φ)Nα. (1.23)

where α := s − bsc ∈ [0, 1) is the fractional part of s. We note that the power of N

is then in [0, 1) and is not s, as in (1.19). We use the estimate (1.23) to bound the

low-frequency part of the solution.

The key is then bound ‖Qu(t)‖Hs . This is the point at which we have to find the

appropriate iteration bound. We want to show there exists β > 0 depending on the

equation, an increment δ > 0, and C > 0, both depending only on the initial data

such that for all t0 ∈ R, one has:

‖Qu(t0 + δ)‖2
Hs ≤ (1 +

C

Nβ− )‖Qu(t0)‖2
Hs +B1. (1.24)

Here, B1 = O(Nγ, for some γ > 0 independent of s. The idea now is to iterate (1.24)
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for times t0 = 0, δ, . . . , nδ, where n ∈ N is an integer such that n . Nβ−, and to

telescope to obtain bounds on ‖Qu(t)‖Hs .

This approach has been used to give bounds on the growth of fractional Sobolev

norms for the defocusing cubic NLS on R. We have been able to derive only on R and

not on S1. Our proof relies heavily on the fact that we are working on a non-periodic

domain since we have to use improved bilinear Strichartz estimates, which are known

not to hold in the periodic setting.

1.5 Some notation and conventions

We denote by A . B an estimate of the form A ≤ CB, for some C > 0. If C depends

on d, we write A .d B. We also write the latter condition as C = C(d). Given a real

number r, we denote by r+ the number r+ ε, where we take 0 < ε� 1. The number

r− is defined analogously as r − ε. For 1 ≤ p <∞, we define:

‖f‖Lpx(X) :=
( ∫

X

|f(x)|pdx
) 1
p .

and we write:

‖f‖L∞x (X) := ess supx∈X |f(x)|.

Furthermore, given 1 ≤ q, r ≤ ∞, we write:

‖w‖LqtLrx(X×R) := ‖‖w(·, t)‖Lqx(X)‖Lrt (R).

If q = r, we observe that this is the norm ‖ · ‖Lqx,t(X×R). We usually write the norms

as ‖ · ‖Lp or ‖ · ‖LqtLrx when there is no confusion. Given 1 ≤ p ≤ ∞, we define its

Hölder conjugate exponent 1 ≤ p′ ≤ ∞ by the formula: 1
p

+ 1
p′

= 1.
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The Fourier transform

Given X = Rd or X = Td, and f ∈ L2(X), we define the spatial Fourier transform

by:

f̂(ξ) :=

∫
X

f(x)e−i〈x,ξ〉dx. (1.25)

When X = Rd, the Fourier transform is defined on Rd, and when X = Td, it is

defined on Zd. In this case, we will usually denote the ξ by n. 〈·, ·〉 is defined to be

the L2-inner product on Rd, and Zd, when X = Rd and X = Td respectively. A key

fact is Plancherel’s Theorem:

‖f̂‖L2 ∼ ‖f‖L2 (1.26)

Given w ∈ L2(X × R), we also define the spacetime Fourier transform by:

ũ(ξ, τ) :=

∫
X

∫
R
u(x, t)e−i〈x,ξ〉−itτdtdx. (1.27)

Sobolev spaces

Let us take the following convention for the Japanese bracket 〈·〉 :

〈x〉 :=
√

1 + |x|2. (1.28)

Let us recall that we are working in Sobolev Spaces Hs = Hs(X) on the the domain

X, whose norms are defined for s ∈ R by:

‖f‖Hs =
( ∫
|f̂(ξ)|2dξ

) 1
2 . (1.29)

where f : X → C. Let us define H∞(X) :=
⋂
s>0H

s(X).
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Free Schrödinger propagator

We let S(t) denote the free Schrödinger propagator. Namely, given φ ∈ L2(X), the

solution to: iut + ∆u = 0, x ∈ X, t ∈ R

u(x, 0) = φ(x).

(1.30)

is denoted by u(x, t) = (S(t)φ)(x). By using the Fourier transform in x, one can

check that:

(S(t)φ)̂ (ξ) = e−it|ξ|
2

φ̂(ξ). (1.31)

From Plancherel’s Theorem (1.26), it follows that S(t) acts unitarily on L2-based

Sobolev spaces.

Xs,b spaces

An important tool in our work will also be Xs,b spaces. These spaces come from the

norm defined for s, b ∈ R:

‖u‖Xs,b :=
( ∫
〈ξ〉2s〈τ + |ξ|2〉2b|ũ(ξ, τ)|2dτdξ

) 1
2 . (1.32)

where u : X×R→ C. The Xs,b spaces can be defined for general dispersive equations

and are sometimes also called Dispersive Sobolev spaces. These spaces were first

used in their present form in the work of Bourgain [9]. A similar type of space was

previously used in the study of the one-dimensional wave equation by Beals [5] and

Rauch-Reed [90]. Implicitly, Xs,b spaces also appeared in the context of spacetime

estimates for null-forms in the work of Klainerman and Machedon [78].

The Xs,b spaces obey the structure of the linear Schrödinger equation. If S(t) de-

notes the linear Schrödinger propagator as above, then one can check that (S(t)φ)̃ (ξ, τ)

is supported on the paraboloid τ+ |ξ|2 = 0. Hence, the Xs,b norm heuristically speak-

ing measures how far the function u is from being a solution to the free Schrödinger

equation. Furthermore, we can write the Xs,b norm as: ‖u‖Xs,b = ‖S(−t)u‖Hb
tH

s
x
. If

there is possibility of confusion, we write Xs,b as Xs,b(X × R) to emphasize that we
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are working on the spacetime domain X × R.

Littlewood-Paley decomposition

Given a function v ∈ L2
x,t(X × R), and a dyadic integer N , we define the function

vN as the function obtained from v by restricting its spacetime Fourier Transform

to the region |ξ| ∼ N . We refer to this procedure as a dyadic decomposition or

Littlewood-Paley decomposition. In particular, we can write each function as a sum

of such dyadically localized components:

v ∼
∑

dyadic N

vN .

Multilinear expressions

We give some useful notation for multilinear expressions, which was first used in [31].

Let us first explain the notation when X = Td.

For k ≥ 2, an even integer, we define the hyperplane:

Γk := {(n1, . . . , nk) ∈ (Zd)k : n1 + · · ·+ nk = 0},

endowed with the measure δ(n1 + · · · + nk). Given a function Mk = Mk(n1, . . . , nk)

on Γk, i.e. a k-multiplier, one defines the k-linear functional λk(Mk; f1, . . . , fk) by:

λk(Mk; f1, . . . , fk) :=

∫
Γk

Mk(n1, . . . , nk)
k∏
j=1

f̂j(nj).

As in [31], we adopt the notation:

λk(Mk; f) := λk(Mk; f, f̄ , . . . , f, f̄). (1.33)

We will also sometimes write nij for ni + nj, and nijk for ni + nj + nk, etc.
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When X = Rd, we analogously define:

Γk := {(ξ1, . . . , ξk) ∈ (R2)k : ξ1 + · · ·+ ξk = 0}.

In this case, the measure on Γk is induced from Lebesgue measure dξ1 · · · dξk−1 on

(R2)k−1 by pushing forward under the map:

(ξ1, . . . , ξk−1) 7→ (ξ1, . . . , ξk−1,−ξ1 − · · · − ξk−1).

1.6 General facts from harmonic analysis

Strichartz estimates in the non-periodic setting

As was mentioned above, a fundamental tool we will have to use will be the Strichartz

estimates

Theorem 1.6.1. (Strichartz estimates for the Schrödinger equation) We consider

the domain Rd, and we say that a pair (q, r) is admissible if 2 ≤ q, r ≤ ∞, (q, r, d) 6=

(2,∞, 2), and if the following relation is satisfied: 2
q

+ d
r

= d
2
. If (q, r) and (q1, r1) are

admissible exponents, then the following homogeneous Strichartz estimate holds:

‖S(t)φ‖LqtLrx(Rd×R) .d,q,r ‖φ‖L2
x(Rd). (1.34)

In addition, one has the inhomogeneous Strichartz estimate:

‖
∫
σ<t

S(t− σ)F (σ)dσ‖LqtLrx(Rd×R) .d,q,r,q1,r1 ‖F‖
L
q′1
t L

r′1
x (Rd×R)

. (1.35)

The non-endpoint case, i.e. when q, q1 6= 2 was first proved in [53, 114] and was

based on the work of Strichartz [101]. The latter, in turn, was motivated by ear-

lier harmonic analysis results in [93, 108]. The endpoint case q, q1 = 2 was resolved

in [69]. The reason why the endpoint case is so difficult is that the endpoint ver-

sion of the Hardy-Littlewood-Sobolev inequality that one would like to use doesn’t
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hold. The authors of [69] get around this difficulty by using an appropriate dyadic

decomposition.

In the mentioned papers, the key to prove Theorem 1.6.1 is to use the dispersive

estimate:

‖S(t)φ‖L∞x (Rd) .
1

t
d
2

‖φ‖L1
x(Rd). (1.36)

and combine it with an appropriate TT ∗ argument. The bound (1.36) is shown as a

consequence of the convolution representation of S(t)φ and Young’s inequality.

Strichartz estimates in the periodic setting

Strichartz estimates are more difficult to prove on compact domains due to weaker

dispersion. We observe that on a compact domain, the dispersive estimate (1.36)

can’t hold, since we can’t have decay of the L∞ norm and conservation of the L2

norm. The local-in-time periodic analogue of (1.34), which is:

‖S(t)φ‖
L

2(d+2)
d

t,x (Td×[0,1])
. ‖φ‖L2

x(Td) (1.37)

is known not to hold. In [9], it is shown that, when d = 1 and N ∈ N, one has:

‖
N∑
n=1

einx−in
2t‖L6

t,x(T×[0,1]) & (logN)
1
6N

1
2 .

Hence (1.37) can’t hold in general. However, some positive results are known. They

either require q to be smaller than 2(d+2)
d

or that the function φ be localized in fre-

quency. In the latter case, one obtains a loss of derivative on the right-hand side of

the inequality. More precisely, the bounds that one could expect are:

‖S(t)φ‖Lqt,x(Td×[0,1]) . ‖φ‖L2
x(Td), when q <

2(d+ 2)

d
. (1.38)
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‖S(t)φ‖Lqt,x(Td×[0,1]) . N ( d
2
− d+2

q
)+, when q ≥ 2(d+ 2)

d
, supp φ̂ ⊆ B(0, N). (1.39)

The first work dealing with these questions was that of Bourgain [9] in which (1.38)

was proved in the special case q = 4, and (1.39) was proved in the cases d = 1, and

d = 2. When d = 3, (1.39) was proved under the additional assumption that q ≥ 4.

Appropriate global-in-time versions were later proved in [58]. In both works, the key

tool was to use lattice point counting techniques related to the work of Bombieri and

Pila [8]. Let us note that some partial results on Strichartz estimates on the irrational

torus have been proved in [20, 27]

Link between Xs,b spaces and the Schrödinger equation

The Xs,b spaces are well suited to the Schrödinger equation. Let us briefly explain

how one can see the connection. All of the facts we will mention now hold equally on

Rd and on Td. They were already used in [9] and other works which first used Xs,b

space methods.

Given a Schwartz cut-off function in time η ∈ S(R), the following localization

estimate holds:

‖η(t)S(t)φ‖Xs,b .η,s,b ‖f‖Hs . (1.40)

The following useful fact links Xs,b spaces and Strichartz estimates:

Proposition 1.6.2. (c.f. Lemma 2.9 from [106]) Suppose that Y is a Banach space

of functions with the property that:

‖eitτ0S(t)φ‖Y . ‖f‖Hs

for all f ∈ Hs and all τ0 ∈ R. Then, for all b > 1
2
, it holds that:

‖u‖Y . ‖u‖Xs,b .
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As a consequence, we can deduce that for all pairs (q, r) for which the Strichartz

estimate in the ‖ · ‖LqtLrx norm holds, one has the following estimate:

‖u‖LqtLrx . ‖u‖X0,b ,whenever b >
1

2
. (1.41)

Improved bilinear Strichartz estimates

Strichartz estimates, and in particular the estimate (1.41) allow us to deduce mul-

tilinear estimates by using Hölder’s inequality. For example, if we consider u, v ∈

L2
t,x(R× R), we can deduce that:

‖uv‖L2
t,x(R×R) . ‖u‖X0, 12+(R×R)

‖v‖
X0, 12+(R×R)

. (1.42)

However, if we have further assumptions on the support of the Fourier transform

of u(·, t) and v(·, t) in the space variable, it is possible to deduce an improved estimate.

This key observation was first made by Bourgain in [14]. Later, a simplified proof

was given in [31]. The improved bilinear estimate is:

Proposition 1.6.3. (Improved bilinear Strichartz estimate in the non-periodic set-

ting) Suppose N1, N2 > 0, with N1 � N2, and suppose that f, g ∈ X0, 1
2

+(Rd ×R) are

such that for all t ∈ R:

supp f̂(t) ⊆ {|ξ| ∼ N1}, supp ĝ(t) ⊆ {|ξ| ∼ N2}.

Then, the following bound holds:

‖fg‖L2
t,x(Rd×R) .

N
d−1
2

2

N1

1
2

‖f‖
X0, 12+(Rd×R)

‖g‖
X0, 12+(Rd×R)

. (1.43)

In particular, if d = 1, we obtain a decay factor of C

N
1
2
1

which is an improvement

over the bound in (1.42).

Let us remark that the analogue of the Improved bilinear Strichartz estimate with

a decay factor doesn’t hold in the periodic setting. The following result is also due

to Bourgain [9], in the case d = 2.
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Proposition 1.6.4. (Improved bilinear Strichartz estimate for free evolution in the

periodic setting) Suppose N1, N2 > 0, with N1 � N2, and suppose that f, g ∈

X0, 1
2

+(Td × R) are such that for all t ∈ R:

supp f̂(t) ⊆ {|n| ∼ N1}, supp ĝ(t) ⊆ {|n| ∼ N2}.

Suppose that I ⊆ R is a compact time-interval. Then, given the following bound holds:

‖χ(t)fg‖L2
t,x(T2×I) .

N
d−1
2

2

N1

1
2

‖f‖
X0, 12+(T2×R)

‖g‖
X0, 12+(T2×R)

. (1.44)

As a consequence of Proposition 1.6.4, the following bound follows:

Proposition 1.6.5. (Improved bilinear Strichartz estimate in the periodic setting)

Suppose N1, N2 > 0, with N1 � N2, and suppose that f, g ∈ X0, 1
2

+(Td × R) are such

that for all t ∈ R:

supp f̂(t) ⊆ {|ξ| ∼ N1}, supp ĝ(t) ⊆ {|ξ| ∼ N2}.

Suppose that I ⊆ R is a compact time-interval. Then, the following bound holds:

‖fg‖L2
t,x(T2×I) . N0+

2 ‖f‖X0, 12+(T2×R)
‖g‖

X0, 12+(T2×R)
. (1.45)

The idea to prove Proposition 1.6.5 from Proposition 1.6.4 is to use the Fourier

inversion formula to write:

u(x, t) ∼
∫
R
eitτS(t)F(S(−t)u)(x, τ)dτ

and similarly for v and then use the Cauchy-Schwarz inequality in the parabolic

variable together with the assumption that b = 1
2
+ > 1

2
. These ideas are explained

in more detail in [22, 106]. We note that, when N1 � N2, the estimate (1.45) indeed

gives us an improvement of the the bound we would otherwise obtain directly from

(1.39). The power of N0+
2 comes from a lattice point counting argument and as such
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can’t be less than 1. A comprehensive survey about bilinear improved Strichartz

estimates on the torus can be found in [48, 100]. We note that improved Bilinear

Strichartz estimates have recently been studied in the case of compact Riemannian

manifolds in [22, 23, 59].

In our proofs, we will use the bilinear improved Strichartz estimate to obtain a

decay factor in the iteration bound. From the preceding discussion, we note that

this estimate will be useful to this end only when we are working in the non-periodic

setting. As a result, we will obtain better bounds on non-periodic domains. This is

consistent with the heuristic that dispersion is stronger in the non-periodic setting.

1.7 Organization of the Chapters

In Chapter 2, we study the problem on S1. Here, we consider the defocusing power-

type NLS and the Hartree equation, as well as other modifications of the defocusing

cubic NLS. In Chapter 3, we study the problem on R. In this chapter, we find

bounds on the growth of fractional Sobolev norms of solutions the defocusing cubic

NLS. In addition to the cubic NLS, we also consider the Hartree equation. Chapter

4 is devoted to the study of the problem on two-dimensional domains. We consider

the problem both on T2 and on R2. Results from Chapters 2 through 4 will be

published in [97, 96, 95]. In Chapter 5, we study the Gross-Pitaevskii equation for

dipolar quantum gases on R3, which is the physically the most relevant case. The

results from Chapter 5 are the first step in a joint work with Kay Kirkpatrick and

Gigliola Staffilani in which we plan to study the Gross-Pitaevskii equation for dipolar

quantum gases in more detail [77].
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Chapter 2

Bounds on S1

2.1 Introduction

In this chapter, we first study the 1D defocusing periodic nonlinear Schrödinger equa-

tion. Namely, given k ∈ N and s ∈ R with s ≥ 1, we will first consider the initial

value problem:

iut + ∆u = |u|2ku, x ∈ S1, t ∈ R

u(x, 0) = Φ(x) ∈ Hs(S1).

(2.1)

The mass and energy are given by:

M(u(t)) :=

∫
S1

|u(x, t)|2dx (Mass). (2.2)

and

E(u(t)) :=
1

2

∫
S1

|∇u(x, t)|2dx+
1

2k + 2

∫
S1

|u(x, t)|2k+2 (Energy). (2.3)

As was noted in [46, 84], the equation (2.1) is completely integrable when k = 1.

Hence, if we start from smooth initial data, all the Sobolev norms of a solution will

be uniformly bounded in time. We consider several modifications of the cubic NLS in

which we break the complete integrability. The first modification we consider is the

Hartree equation on S1:
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iut + ∆u = (V ∗ |u|2)u, x ∈ S1, t ∈ R

u(x, 0) = Φ(x) ∈ Hs(S1).

(2.4)

The assumptions that we have on V are:

(i) V ∈ L1(S1).

(ii) V ≥ 0.

(iii) V is even.

We can also break the integrability by adding an external potential on the right-

hand side of the equation to obtain:

iut + ∆u = |u|2u+ λu, x ∈ S1, t ∈ R

u(x, 0) = Φ(x) ∈ Hs(S1).

(2.5)

Here, we are assuming:

(i) λ ∈ C∞(S1).

(ii) λ is real-valued.

Finally, we can add an inhomogeneity factor λ into the nonlinearity, and obtain:

iut + ∆u = λ|u|2u, x ∈ S1, t ∈ R

u(x, 0) = Φ(x) ∈ Hs(S1).

(2.6)

Here, the inhomogeneity λ = λ(x) satisfies:

(i) λ ∈ C∞(S1).

(ii) λ ≥ 0.
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2.1.1 Statement of the main results

The results that we prove are:

Theorem 2.1.1. Let k ≥ 2 be an integer and let s ≥ 1 be a real number. Let u be

a global solution to (2.1). Then, there exists a continuous function C, depending on

(s, k, E(Φ),M(Φ)) such that, for all t ∈ R :

‖u(t)‖Hs ≤ C(s, k, E(Φ),M(Φ))(1 + |t|)2s+‖Φ‖Hs . (2.7)

For the modifications of the cubic NLS, we can prove the following results:

Theorem 2.1.2. Let s ≥ 1 and let u be a global solution of (2.4). Then, there exists

a function C as above, such that for all t ∈ R :

‖u(t)‖Hs ≤ C(1 + |t|)
1
2
s+‖Φ‖Hs . (2.8)

Furthermore, we prove:

Theorem 2.1.3. Let s ≥ 1 and let u be a global solution of (2.5). Then, there exists

a function C as above, such that for all t ∈ R :

‖u(t)‖Hs ≤ C(1 + |t|)s+‖Φ‖Hs . (2.9)

Theorem 2.1.4. Let s ≥ 1 and let u be a global solution of (2.6). Then, there exists

a function C as above, such that for all t ∈ R :

‖u(t)‖Hs ≤ C(1 + |t|)2s+‖Φ‖Hs . (2.10)

It makes sense to consider the case k = 1 in Theorem 2.1.1, as long as we are

taking s which is not an integer, and if we are assuming only Φ ∈ Hs(S1). It turns

out that we can get a better bound, which is the same as the one obtained for (2.4):

Corollary 2.1.5. Let s > 1 be a real number and let u be a global solution of (2.4).

Then, there exists a function C as above, such that for all t ∈ R :
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iut + ∆u = |u|2u, x ∈ S1, t ∈ R

u(x, 0) = Φ(x) ∈ Hs(S1).

(2.11)

Corollary 2.1.5 will be a consequence of the proof of Theorem 2.1.2. The obtained,

however, doesn’t allow us to recover the uniform bounds on the integral Sobolev norms

of a solution, as we observed, up to a loss of t0+ in the non-periodic case, which we

will see in the following chapter. The question of bounding the growth of fractional

Sobolev norms of solutions to the 1D periodic and non-periodic cubic NLS was posed

on [113].

Analogous results hold for focusing-type equations, except that then we need to

consider initial data which is sufficiently small in an appropriate norm. As we will

see in the proof, the only reason why we are looking at defocusing equations is that

we have global existence in H1, and the a priori bound on the H1 norm.

We can obtain the same conclusion for the defocusing variant of (2.1) if ‖Φ‖H1 is

sufficiently small. On the other hand, in the case of the Hartree equation (2.4), we

can change the second assumption on V to just assume that V is real-valued, as long

as we suppose that ‖Φ‖L2 is sufficiently small. For such initial data, the conclusion

of Theorem 2.1.2 will still hold. Under an analogous L2-smallness assumption on the

initial data, we can consider (2.5) with focusing nonlinearity, and (2.6) with λ which

is assumed to be real-valued, but not necessarily non-negative. The conclusions of

Theorem 2.1.3 and Theorem 2.1.4 will still hold then. We will henceforth consider

only the defocusing-type equations.

2.1.2 Previously known results

The techniques previously used in [12, 27, 98, 99, 118] can be adapted to (2.1).

Namely, one can show that there exists a constant r ∈ (0, 1) depending on k, s and

δ, C > 0 depending also on the initial data such that for all times t0:

‖u(t0 + δ)‖2
Hs ≤ ‖u(t0)‖2

Hs + C‖u(t0)‖2−r
Hs . (2.12)

40



which can, in turn, be shown to imply:

‖u(t)‖Hs .s,Φ (1 + |t|)
1
r . (2.13)

If one uses (2.12), the bounds one obtains become progressively worse as we increase

k since r can be shown to become smaller as k grows. In this way, we see that the

iteration bound is dependent on the structure of the nonlinearity. When k = 2, we

can show that (2.12) holds for r = 1
18(s−1)

−, from where we deduce the bound:

‖u(t)‖Hs .s,Φ (1 + |t|)18(s−1)+. (2.14)

This is a worse bound than the one obtained by Theorem 2.1.1 . If one tries to apply

(2.12) for higher order nonlinearities, one gets an even weaker bound.

It should be noted that a better bound for the quintic equation than the one given

by Theorem 5.1.1 was observed by Bourgain in the appendix of [19]. The techniques

sketched out in this paper are completely different and come from dynamical systems.

In [19], the author uses an appropriate normal form which reduces the nonlinearity

to its essential part, i.e. to the frequency configurations which are close to being

resonant. The result in [19] is mentioned only for the quintic equation. As we will

note, due to the fact that it uses Besov-type spaces, which don’t embed into L∞t,x, we

can’t seem to modify this method to apply it to (1.1) with k > 2.

Let us finally remark that after the publication of our result, the techniques that

we will present were combined with the techniques from [19] in [40] to obtain a slightly

improved bound than Theorem 2.1.1 when k > 2, and Corollary 2.1.5. We note that

the method used in [40] is not sufficient to improve the bound for k = 2 obtained in

[19].

2.1.3 Main ideas of the proofs

The main idea of the proof of Theorem 2.1.1 is to obtain a good iteration bound. We

will use the idea, used in [18, 17, 111], of estimating the high-frequency part of the
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solution. Let E1 denote an operator which, after an appropriate rescaling, essentially

adds the square L2 norm of the low frequency part and the square Hs norm of the high

frequency part of a function. The threshold between the low and high frequencies

is the parameter N > 1. With this definition, we show that there exist δ, C > 0

depending only on Φ such that for all times t0:

E1(u(t0 + δ)) ≤ (1 +
C

N
1
2
−

)E1(u(t0)). (2.15)

The key fact to observe is that, due to the present decay factor, iteration of (2.15)

O(N
1
2
−) times doesn’t cause exponential growth in E1(u(t)).

The crucial point hence is to obtain the decay factor in (2.15). The reason why

this is difficult is that we are working in the periodic setting in which we don’t have

the improved bilinear Strichartz estimates proved in [14, 31]. In [34], one could fix this

problem by rescaling the circle to add more dispersion and reproving the estimates

in the rescaled setting. Finally, one could scale back to the original circle, keeping in

mind the relationship between the scaling parameter, the time interval on which one

is working, and the threshold between the “high” and the “low” frequencies. This

approach is unsuccessful in our setting since it is impossible to scale back, because the

time on which we can obtain nontrivial bounds tends to zero as the rescaling factor

tends to infinity 1.

We take:

E1(f) := ‖Df‖2
L2 . (2.16)

Here D is an appropriate Fourier multiplier. In this paper, we take the D-operator

to be an upside-down I-operator, corresponding to high regularities. The idea of using

an upside-down I-operator first appeared in [33], but in the low regularity context.

The purpose of such an operator is to control the evolution of a Sobolev norm which

1We note that this is not the same phenomenon that occurs for super-critical equations. The
reason why the rescaling here doesn’t give the result is that there are too many constraints on all of
the parameters.
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is higher than the norm associated to a particular conserved quantity. This is the

opposite from the standard I-operator, which was first developed in [31, 32, 33, 34, 36].

We then want to estimate:

∫
I

d

dt
‖Du(t)‖2

L2dt. (2.17)

over an appropriate time interval I whose length depends only on the initial data.

Similarly as in the papers by the I-Team, the multiplier θ corresponding to the

operator D is not a rough cut-off. Hence, in frequency regimes where certain cancela-

tion occurs, we can symmetrize the expression and see how the cancelation manifests

itself in terms of θ, as in [33]. If there is no cancelation in the symmetrized expres-

sion, we need to look at the spacetime Fourier transform. Arguing as in [22, 118],

we decompose our solution into components whose spacetime Fourier transform is

localized in the parabolic region 〈τ + n2〉 ∼ L. In each of the cases, we obtain a

satisfactory decay factor. The mentioned symmetrizations and localizations allow us

to compensate for the absence of an improved Strichartz estimate.

The proofs of Theorems 2.1.2, 2.1.3, and 2.1.4 are based on similar techniques.

For (2.4), and (2.5), we can use the method of higher modified energies as in [32, 33],

i.e. we can find an approximation E2(u) of ‖u‖2
Hs that varies in time slower than

E1(u). E2(u) is obtained as a multilinear correction of E1(u). We deduce better

iteration bounds than the one in (2.15), from which the results in Theorem 2.1.2

and Theorem 2.1.3 follow. The technique of higher modified energies doesn’t seem

to work for (2.6). Heuristically, this means that adding an inhomogeneity as in (2.6)

breaks the integrability of the cubic NLS more than adding the convolution potential

in (2.4), or adding the external potential in (2.5). Let us note that the techniques

sketched in [19] could in principle be applied to (2.4) to obtain the same result. The

techniques from [19] don’t seem to apply to (2.5) and (2.6).
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2.2 Facts from harmonic analysis

There are some key facts one should note about Xs,b(R×S1) spaces: By Plancherel’s

Theorem, one has:

‖u‖L2
tL

2
x
∼ ‖u‖X0,0 . (2.18)

Using Sobolev embedding, one obtains:

‖u‖L∞t L∞x . ‖u‖X 1
2+, 12+ (2.19)

and:

‖u‖L∞t L2
x
. ‖u‖

X0, 12+ . (2.20)

Interpolating between (2.18) and (2.20), it follows that:

‖u‖L4
tL

2
x
. ‖u‖

X0, 14+ . (2.21)

Two more key Xs,b space estimates are the two following Strichartz inequalities:

‖u‖L4
t,x
. ‖u‖

X0, 38
. (2.22)

‖u‖L6
t,x
. ‖u‖

X0+, 12+ . (2.23)

For the proof of (2.22), one should consult Proposition 2.13. in [106]. A proof of

(2.23) can be found in [58]. It is crucial to observe that both estimates are global in

time.

Throughout the paper, we will need to consider quantities such as ‖χ[c,d](t)f‖Xs,b .

We will show the following bound:

Lemma 2.2.1. If b ∈ (0, 1
2
) and s ∈ R, then, for c, d ∈ R such that c < d, one has:
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‖χ[c,d](t)u‖Xs,b(R×S1) . ‖u‖Xs,b+(R×S1) (2.24)

where the implicit constant doesn’t depend on c, d.

A similar fact was proved in [36], but in slightly different spaces. Furthermore, let

us mention that a stronger statement was mentioned in a remark after Proposition

32 in [24]. For completeness, we present the proof of Lemma 2.2.1 in Appendix A of

this chapter.

From Lemma 2.2.1, we deduce that in particular:

Corollary 2.2.2. For c, d as above, one has:

‖χ[c,d]u‖X0, 38
. ‖u‖

X0, 38+ (2.25)

This fact will be used later on.

2.3 Quintic and Higher Order NLS

In this section, we will define the upside-down I-operator D. In order to use this

operator effectively, we need to prove appropriate local-in-time bounds. Finally, we

use symmetrization to get good estimates on the growth of ‖Du(t)‖2
L2 .

Throughout the first three parts of the section, we will prove the claim in the case

k = 2, for simplicity of notation. Generalizations to higher nonlinearities are given in

the fourth part of this section.

2.3.1 Definition of the D operator

Suppose N > 1 is given. Let θ : Z→ R be given by:

θ(n) :=


( |n|
N

)s
, if |n| ≥ N

1, if |n| ≤ N

(2.26)
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Then, if f : S1 → C, we define Df by:

D̂f(n) := θ(n)f̂(n). (2.27)

We observe that:

‖Df‖L2 .s ‖f‖Hs .s N
s‖Df‖L2 . (2.28)

Our goal is to then estimate ‖Du(t)‖L2 , from which we can estimate ‖u(t)‖Hs by

(2.28).

2.3.2 A local-in-time estimate and an approximation lemma

From our proof, we will note the key role of good local-in-time and associated ap-

proximation results. Here, we collect the statements of these results, whose proofs

we give in Appendix B of this chapter. The first result we want to show is that there

exist δ = δ(s, E(Φ),M(Φ)), C = C(s, E(Φ),M(Φ)) > 0, such that for all t0 ∈ R,

there exists a globally defined function v : S1 × R→ C such that:

v|[t0,t0+δ] = u|[t0,t0+δ]. (2.29)

‖v‖
X1, 12+ ≤ C(s, E(Φ),M(Φ)) (2.30)

‖Dv‖
X0, 12+ ≤ C(s, E(Φ),M(Φ))‖Du(t0)‖L2 . (2.31)

Moreover, δ and C can be chosen to depend continuously on the energy and mass.

Proposition 2.3.1. Given t0 ∈ R, there exists a globally defined function v : S1×R→

C satisfying the properties (2.29),(2.30),(2.31).

In the proof of Proposition 2.3.1, we need to use a “persistence of regularity”

argument, which relies on the following fact:
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Proposition 2.3.2. Let R > 0, s ≥ 1, B := {v : ‖v‖Xs,b ≤ R}. Then (B,d) is

complete as a metric space if we take:

d(v, w) := ‖v − w‖X1,b . (2.32)

A related technical fact that we will need to use in the proof of the Theorem 2.1.1,

and later, in the proofs of the other Theorems is the following:

Proposition 2.3.3. (Approximation Lemma)

If u satisfies:

iut + ∆u = |u|2ku,

u(x, 0) = Φ(x).

(2.33)

and if the sequence (u(n)) satisfies:

iu
(n)
t + ∆u(n) = |u(n)|2ku(n),

u(n)(x, 0) = Φn(x).

(2.34)

where Φn ∈ C∞(S1) and Φn
Hs

−→ Φ, then, one has for all t:

u(n)(t)
Hs

−→ u(t).

The mentioned approximation Lemma allows us to work with smooth solutions

and pass to the limit in the end. Namely, we note that if we take initial data Φn as

earlier, then u(n)(t) will belong to H∞(S1) for all t. On the other hand, by continuity

of mass, energy, and the Hs norm on Hs, it follows that:

M(Φn)→M(Φ), E(Φn)→ E(Φ), ‖Φn‖Hs → ‖Φ‖Hs .

Suppose that we knew that Theorem 2.1.1 were true in the case of smooth solu-

tions. Then, it would follow that for all t ∈ R:
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‖u(n)(t)‖Hs ≤ C(s, k, E(Φn),M(Φn))(1 + |t|)2s+‖Φn‖Hs ,

The claim for u would now follow by applying the continuity properties of C and

the approximation Lemma.

We will henceforth work with Φ ∈ C∞(S1). This implies that u(t) ∈ H∞(S1) for

all t. The claimed result is then deduced from this special case by the approximation

procedure given earlier. As we will see, the analogue of Proposition 2.3.1 holds for

(2.4),(2.5), and for (2.6). A similar argument shows that for these equations, it suffices

to consider the case when Φ ∈ C∞. The advantage of working with smooth solutions

is that all the formal calculations will then be well-defined.

2.3.3 Control on the increment of ‖Du(t)‖2
L2

For t ∈ [t0, t0 +δ], we can work with Dv(t) instead of with Du(t), where v is the object

we had constructed earlier. By our smoothness assumption, we know v(t) ∈ H∞(S1).

Now, for t ∈ [t0, t0 + δ], one has 2:

d

dt
‖Dv(t)‖2

L2 = 2Re 〈Dvt,Dv〉 = 2Re 〈iD∆v − iD(vv̄vv̄v),Dv〉

Since Re 〈iD∆v,Dv〉 = 0, this expression equals:

= −2Re 〈iD(vv̄vv̄v),Dv〉.

After an appropriate symmetrization, by using notation as in Section 2 and arguing

as in [33], we get that this expression equals:

1

3
i · λ6((θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2 + (θ(n5))2 − (θ(n6))2; v(t)).

Let us take:

2We are using the fact that v(t) ∈ H∞(S1) in order to deduce that this quantity is finite!
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M6(n1, n2, n3, n4, n5, n6) := (θ(n1))2−(θ(n2))2+(θ(n3))2−(θ(n4))2+(θ(n5))2−(θ(n6))2.

We now analyze:

‖Du(t0 + δ)‖2
L2 − ‖Du(t0)‖2

L2 = ‖Dv(t0 + δ)‖2
L2 − ‖Dv(t0)‖2

L2 =

=

∫ t0+δ

t0

d

dt
‖Dv(t)‖2

L2dt =

=
1

3
i
( ∑
n1+n2+n3+n4+n5+n6=0

∫ t0+δ

t0

M6(n1, n2, n3, n4, n5, n6)v̂(n1)ˆ̄v(n2)v̂(n3)ˆ̄v(n4)v̂(n5)ˆ̄v(n6)dt
)

=

=
1

3
i
( ∑
n1−n2+n3−n4+n5−n6=0

∫ t0+δ

t0

M6(n1, n2, n3, n4, n5, n6)v̂(n1)v̂(n2)v̂(n3)v̂(n4)v̂(n5)v̂(n6)dt
)

=: I (2.35)

We want to prove an appropriate decay bound on the increment. The bound that

we will prove is:

Lemma 2.3.4. (Iteration Bound) For all t0 ∈ R, one has:

∣∣‖Dv(t0 + δ)‖2
L2 − ‖Dv(t0)‖2

L2

∣∣ . 1

N
1
2
−
‖Dv(t0)‖2

L2 .

From the proof, it will follow that the implied constant depends only on s, Energy,

and Mass, and hence is uniform in time. We call this constant C = C(s, Energy,Mass) >

0. In fact, by construction, it will follow that all the implied constants we obtain will

depend continuously on energy and mass, and hence will be continuous functions of Φ

w.r.t to the H1 norm. For brevity, we will suppress this fact in our further arguments.

49



Let us first observe how Lemma 2.3.4 implies Theorem 2.1.1 for k = 2. From

Lemma 2.3.4, and for the C constructed earlier, it follows that:

‖Du(δ)‖2
L2 ≤ (1 +

C

N
1
2
−

)‖DΦ‖2
L2 .

The same C satisfies:

∀t0 ∈ R , ‖Du(t0 + δ)‖2
L2 ≤ (1 +

C

N
1
2
−

)‖Du(t0)‖2
L2 . (2.36)

Using (2.36) iteratively, we obtain that 3 ∀T > 1 :

‖Du(T )‖2
L2 ≤ (1 +

C

N
1
2
−

)d
T
δ
e‖DΦ‖2

L2 .

i.e. there exists α = α(s, Energy,Mass) > 0 s.t. for all T > 1, one has:

‖Du(T )‖2
L2 ≤ (1 +

C

N
1
2
−

)αT‖DΦ‖2
L2 . (2.37)

For λ1, λ2 > 0, we know:

lim
x→+∞

(
1 +

1

λ1x

)λ2x
= e

λ2
λ1 <∞. (2.38)

By using (2.37) and (2.38), we can take:

T ∼ N
1
2
−. (2.39)

Hence:

‖Du(T )‖L2 . ‖DΦ‖L2 . (2.40)

Recalling (2.28), and using (2.40), (2.39), and the fact that T > 1, we obtain:

‖u(T )‖Hs . N s‖Du(T )‖L2 . N s‖DΦ‖L2 . N s‖Φ‖Hs

3Strictly speaking, we are using (2.31) to deduce that we can get the bound for all such times,
and not just those which are a multiple of δ.
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. T 2s+‖Φ‖Hs . (1 + T )2s+‖Φ‖Hs . (2.41)

Since for times t ∈ [0, 1], we get the bound of Theorem 2.1.1 just by iterating the

local well-posedness construction, the claim for these times follows immediately. Com-

bining this observation, (2.41), recalling the approximation result, and using time-

reversibility, we obtain that for all s ≥ 1, there exists C = C(s, Energy,Mass) such

that for all t ∈ R:

‖u(t)‖Hs ≤ C(1 + |t|)2s+‖u(0)‖Hs . (2.42)

Moreover, C depends continuously on energy and mass. This proves Theorem 2.1.1

when k = 2. �

We now turn to the proof of Lemma 2.3.4.

Proof. Let us consider WLOG the case when t0 = 0. The general case follows by

time translation and by the fact that all of our implied constants are independent

of time. The idea is to localize the factors of v into dyadic annuli in frequency dual

to x, i.e. to perform the Littlewood-Paley decomposition. Namely, for each j such

that nj 6= 0, we find a dyadic integer Nj such that |nj| ∼ Nj. If nj = 0, we take the

corresponding Nj to be equal to 1.

We let vNj denote the function obtained from v by localizing in frequency to the

dyadic annulus |n| ∼ Nj. Let |na|, |nb| denote the largest two elements of the set

{|n1|, |n2|, |n3|, |n4|, |n5|, |n6|}.

In our analysis of (2.35), we have to consider two Big Cases:

♦Big Case 1: In the expression for M6, (θ(na))
2 and (θ(nb))

2 appear with the

opposite sign.

♦Big Case 2: In the expression for M6, (θ(na))
2 and (θ(nb))

2 appear with the

same sign.

As we will see, the ways in which we bound the contributions to (2.35) coming
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from the two Big Cases are quite different.

Let I(1) denote the contribution coming to I (as defined in (2.35)) from Big Case

1, and let I(2) denote the contribution coming from Big Case 2.

Big Case 1: We can assume WLOG that |na| = |n1|, and |nb| = |n2|. In the

proof of Big Case 1, we will see that the order of the other four frequencies in absolute

value doesn’t matter. Namely, the order of the four lower frequencies won’t affect any

of the multiplier bounds (which depend only on |n1| and |n2|), and the estimates that

we will use on the factors of v corresponding to these four frequencies will not depend

on complex conjugates. Hence, it suffices to consider WLOG the case when:

|n1| ≥ |n2| ≥ |n3| ≥ |n4| ≥ |n5| ≥ |n6|. (2.43)

We observe that, in this contribution, the Nj satisfy:

N1 & N2 & N3 & N4 & N5 & N6. (2.44)

By definition of θ, we observe that

M6(n1, n2, n3, n4, n5, n6) = 0 if |n1|, |n2|, |n3|, |n4|, |n5|, |n6| ≤ N.

Hence, by construction of |n1|, one has |n1| > N so we obtain the additional

localization:

N1 & N. (2.45)

Finally, since n1−n2 +n3−n4 +n5−n6 = 0, (2.43) and the triangle inequality imply

that |n1| ∼ |n2|.

From this fact, we can deduce the localization:

N1 ∼ N2. (2.46)

The expression we wish to estimate is:
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IN1,N2,N3,N4,N5,N6 :=∑
n1−n2+n3−n4+n5−n6=0;|n1|≥···≥|n6|

∫ δ

0

M6v̂N1(n1)v̂N2(n2)v̂N3(n3)v̂N4(n4)v̂N5(n5)v̂N6(n6)dt.

Let Ĩ denote the contribution to I, as defined in (2.35), coming from (2.43). Then

Ĩ satisfies:

|Ĩ| .
∑

Nj satisfying (2.44),(2.45),(2.46)

|IN1,N2,N3,N4,N5,N6|.

Within Big Case 1, we consider two cases:

�Case 1:N3, N4, N5, N6 � N
1
2

1 .

�Case 2:N3 & N
1
2

1 .

Case 1:

The key step in this case is the following bound on M6, which comes from cance-

lation.

M6 = O(N
− 1

2
1 θ(N1)θ(N2)). (2.47)

Before we prove (2.47), let us see how it gives us a good bound. Assuming (2.47) for

the moment, we observe that:

|IN1,N2,N3,N4,N5,N6| =

=
∣∣∣ ∑
n1−n2+n3−n4+n5−n6=0;|n1|≥···≥|n6|

∫
R
M6(χ[0,δ]vN1)̂(n1)v̂N2(n2)v̂N3(n3)v̂N4(n4)v̂N5(n5)v̂N6(n6)dt

∣∣∣ =
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=
∣∣∣ ∑
n1−n2+n3−n4+n5−n6=0;|n1|≥···≥|n6|

∫
τ1−τ2+τ3−τ4+τ5−τ6=0

M6(χ[0,δ]vN1)˜(n1, τ1)ṽN2(n2, τ2)ṽN3(n3, τ3)ṽN4(n4, τ4)ṽN5(n5, τ5)ṽN6(n6, τ6)dτj

∣∣∣ .

. N
− 1

2
1 θ(N1)θ(N2)

∑
n1−n2+n3−n4+n5−n6=0;|n1|≥···≥|n6|

∫
τ1−τ2+τ3−τ4+τ5−τ6=0

{|(χ[0,δ]vN1)˜(n1, τ1)||ṽN2(n2, τ2)||ṽN3(n3, τ3)||ṽN4(n4, τ4)||ṽN5(n5, τ5)||ṽN6(n6, τ6)|}dτj ≤

Since the integrand is non-negative, we can eliminate the restriction in the sum

that |n1| ≥ · · · |n6|, so the expression is:

≤ N
− 1

2
1 θ(N1)θ(N2)

∑
n1−n2+n3−n4+n5−n6=0

∫
τ1−τ2+τ3−τ4+τ5−τ6=0

{|(χ[0,δ]vN1)˜(n1, τ1)||ṽN2(n2, τ2)||ṽN3(n3, τ3)||ṽN4(n4, τ4)||ṽN5(n5, τ5)||ṽN6(n6, τ6)|}dτj.

Let us define:

F1(x, t) :=
∑
n

∫
R
|(χ[0,δ]vN1)˜(n1, τ1)|ei(nx+tτ)dτ. (2.48)

For j = 2, 3, 4, 5, 6, we let:

Fj(x, t) :=
∑
n

∫
R
|ṽNj(n, τ)|ei(nx+tτ)dτ. (2.49)

We now recall a fact from Fourier analysis. For simplicity, let us suppose that

f1,. . . ,f6 are functions on R. Let us suppose that all f̂j are real-valued.

Then one has:

∫
f1f2f3f4f5f6dx =

=

∫
ξ1−ξ2+ξ3−ξ4+ξ5−ξ6=0

f̂1(ξ1)f̂2(ξ2)f̂3(ξ3)f̂4(ξ4)f̂5(ξ5)f̂6(ξ6)dξj. (2.50)
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Using the analogue of (2.50) for the spacetime Fourier transform on S1 × R, to-

gether with (2.48) and (2.49), and the previous bound we obtained on |IN1,N2,N3,N4,N5,N6|,

we deduce that:

|IN1,N2,N3,N4,N5,N6| . N
− 1

2
1 θ(N1)θ(N2)

∫
R

∫
S1

F1F2F3F4F5F6dxdt =

= N
− 1

2
1 θ(N1)θ(N2)

∣∣∣ ∫
R

∫
S1

F1F2F3F4F5F6dxdt
∣∣∣ ≤

Which by Hölder’s inequality is:

≤ N
− 1

2
1 θ(N1)θ(N2)‖F1‖L4

t,x
‖F2‖L4

t,x
‖F3‖L4

t,x
‖F4‖L4

t,x
‖F5‖L∞t,x‖F6‖L∞t,x =

= N
− 1

2
1 θ(N1)θ(N2)‖F1‖L4

t,x
‖F2‖L4

t,x
‖F3‖L4

t,x
‖F4‖L4

t,x
‖F5‖L∞t,x‖F6‖L∞t,x

By using (2.22) and (2.19), this is:

. N
− 1

2
1 θ(N1)θ(N2)‖F1‖X0, 38

‖F2‖X0, 38
‖F3‖X0, 38

‖F4‖X0, 38
‖F5‖X 1

2+, 12+‖F6‖X 1
2+, 12+ =

= N
− 1

2
1 θ(N1)θ(N2)‖χ[0,δ]vN1‖X0, 38

‖vN2‖X0, 38
‖vN3‖X0, 38

‖vN4‖X0, 38
‖vN5‖X 1

2+, 12+‖vN6‖X 1
2+, 12+

By using (2.25) to bound the first factor, this expression is:

. N
− 1

2
1 θ(N1)θ(N2)‖vN1‖X0, 38+‖vN2‖X0, 38

‖vN3‖X0, 38
‖vN4‖X0, 38

‖vN5‖X 1
2+, 12+‖vN6‖X 1

2+, 12+ ≤

≤ N
− 1

2
1 θ(N1)θ(N2)‖vN1‖X0, 12+‖vN2‖X0, 12+‖vN3‖X1, 12+‖vN4‖X1, 12+‖vN5‖X1, 12+‖vN6‖X1, 12+ .

. N
− 1

2
1 ‖DvN1‖X0, 12+‖DvN2‖X0, 12+‖v‖4

X1, 12+
≤ N

− 1
2

1 ‖Dv‖2

X0, 12+
‖v‖4

X1, 12+
.
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. N
− 1

2
1 ‖DΦ‖2

L2‖Φ‖4
H1 . N

− 1
2

1 ‖DΦ‖2
L2 . (2.51)

In the last two inequalities, we used Proposition 2.3.1 , followed by the uniform

bound on the H1 norm of the solution to our equation given by the conservation of

energy and mass.

This is the bound that we can obtain from (2.47). We now prove (2.47).

We must consider three possible subcases:

Subcase 1: |n2| < N.

Subcase 2: |n2| ≥ N and |n3| < N.

Subcase 3: |n3| ≥ N.

Subcase 1:

Here, we have:

N1 & N,N2 ∼ |n2| < N,N1 ∼ N2.

So, one obtains:

N1 ∼ N2 ∼ N.

Also, we know:

n1 − n2 + n3 − n4 + n5 − n6 = 0, and n3, n4, n5, n6 = O(N
1
2

1 ) = O(N
1
2 ).

Consequently:

|n1| = N + r1, |n2| = N − r2, where r1, r2 > 0, and r1, r2 = O(N
1
2 ).

⇒ (θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2 + (θ(n5))2 − (θ(n6))2 =

56



=
|n1|2s

N2s
− 1 + 1− 1 + 1− 1 =

|n1|2s −N2s

N2s
=

(N +O(N
1
2 ))2s −N2s

N2s
=

= O
(N2s− 1

2

N2s

)
= O(N−

1
2 ) = O(N

− 1
2

1 ) = O(N
− 1

2
1 θ(N1)θ(N2)).

In the last inequality, we used the fact that θ(N1), θ(N2) ≥ 1.

Subcase 2:

Here: n2 = n1 + (n3 − n4 + n5 − n6), from where it follows that:

n2 = n1 +O(|n1|
1
2 )

We observe:

(θ(n3))2 − (θ(n4))2 + (θ(n5))2 − (θ(n6))2 = 1− 1 + 1− 1 = 0.

So:

M6 = (θ(n1))2 − (θ(n2))2 =
|n1|2s

N2s
− |n2|2s

N2s
=
|n1|2s − |n1 +O(|n1|

1
2 )|2s

N2s
=

= O
( |n1|2s−

1
2

N2s

)
= O

(N2s− 1
2

1

N2s

)
= O

(
N
− 1

2
1 θ(N1)θ(N2)

)
.

Here, we used the fact that: θ(N1), θ(N2) ∼ Ns
1

Ns .

Subcase 3:

In this subcase, we can no longer use the cancelation coming from

(θ(n3))2 − (θ(n4))2 + (θ(n5))2 − (θ(n6))2.

The way one gets around this problem is as follows:

We first note that:

(θ(n1))2 − (θ(n2))2 = O
(
|n1|2s−

1
2

N2s

)
= O

(
N
− 1

2
1 θ(N1)θ(N2)

)
, as before.

Also |n3| = O(|n1|
1
2 ), so:
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(θ(n3))2 = O
( |n3|2s

N2s

)
= O

( |n1|s

N2s

)
= O

( |n1|2s−
1
2

N2s

)
.

Hence, by monotonicity properties of θ, we deduce:

(θ(n3))2, (θ(n4))2, (θ(n5))2, (θ(n6))2 = O
( |n1|2s−

1
2

N2s

)
.

Combining the previous estimates, we obtain:

M6 = O
( |n1|2s−

1
2

N2s

)
= O

(
N
− 1

2
1 θ(N1)θ(N2)

)
.

The estimate (2.47) now follows.

Case 2:

We recall that in this case, one has N3 & N
1
2

1 . Here, we don’t expect to get

cancelation coming from M6, so we just bound:

|M6| = |(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2 + (θ(n5))2 − (θ(n5))2|

. (θ(n1))2 . (θ(N1))2 . θ(N1)θ(N2). (2.52)

With notation as in Case 1, we use (2.52) and arguments analogous to those used

to derive (2.51) to deduce:

|IN1,N2,N3,N4,N5,N6| .

. θ(N1)θ(N2)‖vN1‖X0, 12+‖vN2‖X0, 12+‖vN3‖X0, 12+‖vN4‖X0, 12+‖vN5‖X 1
2+, 12+‖vN6‖X 1

2+, 12+ .

. ‖DvN1‖X0, 12+‖DvN2‖X0, 12+(
1

N3

‖vN3‖X1, 12+)‖vN4‖X0, 12+‖vN5‖X 1
2+, 12+‖vN6‖X 1

2+, 12+ .

. N
− 1

2
1 ‖Dv‖2

X0 1
2+
‖v‖4

X1, 12+
. N

− 1
2

1 ‖DΦ‖2
L2 . (2.53)

The last bound follows from Proposition 2.3.1. We note that this is the same bound
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we obtained in (2.51). Combining (2.51) and (2.53), and recalling that I(1) denotes

the contribution of I from Big Case 1, it follows that:

|I(1)| .
∑

Nj satisfying (2.44),(2.45),(2.46)

N
− 1

2
1 ‖DΦ‖2

L2 .

.
∑

Nj satisfying (2.44),(2.45),(2.46)

N
− 1

2
+

1 N−0+
2 N−0+

3 N−0+
4 N−0+

5 N−0+
6 ‖DΦ‖2

L2 .

.
1

N
1
2
−
‖DΦ‖2

L2 . (2.54)

By construction, the implied constant depends only on (s, Energy,Mass), and is

continuous in energy and mass.

Big Case 2:

We recall that in this Big Case, in the expression for M6, (θ(na))
2 and (θ(nb))

2

appear with the same sign. Arguing as in Big Case 1, we observe that the order of

the four lower frequencies doesn’t matter. Let us reorder the variables so that the

hyperplane over which we are summing becomes n1 + n2 + n3 − n4 − n5 − n6 = 0. It

suffices to consider the case when:

|n1| ≥ |n2| ≥ |n3| ≥ |n4| ≥ |n5| ≥ |n6|.

The expression we want to bound is:

∑
n1+n2+n3−n4−n5−n6=0,|n1|≥|n2|≥|n3|≥|n3|≥|n4|≥|n5|≥|n6|

{
∫ δ

0

M ′
6v̂(n1)v̂(n2)v̂(n3)v̂(n4) v̂(n5) v̂(n6)dt}.

Here, we are taking:

M ′
6(n1, n2, n3, n4, n5, n6) := (θ(n1))2+(θ(n2))2+(θ(n3))2−(θ(n4))2−(θ(n5))2−(θ(n6))2.
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As before, we dyadically localize the factors of v in the Fourier domain.

In this Big Case, we want to estimate:

JN1,N2,N3,N4,N5,N6 :=
∑

n1+n2+n3−n4−n5−n6=0,|n1|≥|n2|≥|n3|≥|n3|≥|n4|≥|n5|≥|n6|

{
∫ δ

0

M ′
6v̂N1(n1)v̂N2(n2)v̂N3(n3)v̂N4(n4) v̂N5(n5) v̂N6(n6)dt}.

One has the additional localizations on the Nj’s:

N1 & N2 & N3 & N4 & N5 & N6. (2.55)

N1 ∼ N2. (2.56)

N1 & N. (2.57)

In this Big Case, we don’t necessarily obtain any cancelation in M ′
6, so we just

write:

|M ′
6| . (θ(n1))2 . (θ(N1))2 . θ(N1)θ(N2). (2.58)

Let us now estimate JN1,N2,N3,N4,N5,N6 .

Our analysis of this contribution will use techniques similar to those used in [22,

118]. As we will see, when one can’t deduce decay estimates just from looking at the

Fourier transform in x, one can look at the Fourier transform in t.

We consider two cases:

� Case 1: N3, N4, N5, N6 � N
1
2

1 .

We observe that:

JN1,N2,N3,N4,N5,N6 =
∑

n1+n2+n3−n4−n5−n6=0,|n1|≥···≥|n6|
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∫
R
{M ′

6(χ[0,δ]v̂N1(n1))v̂N2(n2)v̂N3(n3)v̂N4(n4) v̂N5(n5) v̂N6(n6)}dt =

=
∑

n1+n2+n3−n4−n5−n6=0,|n1|≥···≥|n6|

∫
τ1+τ2+τ3−τ4−τ5−τ6=0

M ′
6(χ[0,δ]vN1)˜(n1, τ1)ṽN2(n2, τ2)ṽN3(n3, τ3)ṽN4(n4, τ4) ṽN5(n5, τ5) ṽN6(n6, τ6)dτj.

Now, as in [22, 118], we localize in parabolic regions determined by 〈τ + n2〉.

Namely, given a dyadic integer L1, we let (χ[0,δ]vN1)L1 = (χ[0,δ]v)N1,L1 denote

the function obtained from χ[0,δ]vN1 = (χ[0,δ]v)N1 by restricting its spacetime Fourier

transform to the region where 〈τ + n2〉 ∼ L1.

Likewise, for j ≥ 2, and for Lj a dyadic integer, we denote by vNj ,Lj the function

obtained from vNj by localizing its spacetime Fourier transform to 〈τ + n2〉 ∼ Lj.

So, now, we want to estimate:

JL̄,N̄ :=

=
∑

n1+n2+n3−n4−n5−n6=0,|n1|≥···≥|n6|

∫
τ1+τ2+τ3−τ4−τ5−τ6=0

M ′
6
˜(χ[0,δ]v)

N1,L1
(n1, τ1)ṽN2,L2(n2, τ2)ṽN3,L3(n3, τ3)ṽN4,L4(n4, τ4) ṽN5,L5(n5, τ5) ṽN6,L6(n6, τ6)dτj.

We have to consider two subcases w.r.t. the τj:

Subcase 1: |τ3|, |τ4|, |τ5|, |τ6| � N2
1 .

Subcase 2: max {|τ3|, |τ4|, |τ5|, |τ6|} & N2
1 .

Subcase 1:

Let us denote by J1
L̄,N̄

the contribution to JL̄,N̄ coming from this subcase.

Take

(n1, τ1) ∈ supp ˜(χ[0,δ]v)
N1,L1

,

and:
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(n2, τ2) ∈ supp ṽN2,L2 .

keeping in mind the assumptions of the subcase.

We then obtain:

L1 + L2 & |τ1 + n2
1|+ |τ2 + n2

2| ≥ |τ1 + τ2 + n2
1 + n2

2| ≥ |n2
1 + n2

2| − |τ1 + τ2| =

= |n2
1 + n2

2| − |τ3 − τ4 − τ5 − τ6| ≥ |n1|2 − |τ3| − |τ4| − |τ5| − |τ6| & N2
1

In the last inequality, we used the fact that:

|n1| & N1, |τ3|, |τ4|, |τ5|, |τ6| � N2
1 .

In the calculation, we observe the crucial role of the inequality:

|n2
1 + n2

2| ≥ |n1|2.

Since L1, L2 ≥ 1, the previous calculation gives us that:

L1L2 & N2
1 . (2.59)

We now note that:

|J1
L̄,N̄ | ≤

≤
∑

n1+n2+n3−n4−n5−n6=0,|n1|≥···≥|n6|

∫
τ1+τ2+τ3−τ4−τ5−τ6=0;|τ3|,|τ4|,|τ5|,|τ6|�N2

1

{|M ′
6|| ˜(χ[0,δ]v)

N1,L1
(n1, τ1)||ṽN2,L2(n2, τ2)||ṽN3,L3(n3, τ3)|
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|ṽN4,L4(n4, τ4)| |ṽN5,L5(n5, τ5)| |ṽN6,L6(n6, τ6)|}dτj ≤

≤
∑

n1+n2+n3−n4−n5−n6=0

∫
τ1+τ2+τ3−τ4−τ5−τ6=0

{|M ′
6|| ˜(χ[0,δ]v)

N1,L1
(n1, τ1)||ṽN2,L2(n2, τ2)||ṽN3,L3(n3, τ3)|

|ṽN4,L4(n4, τ4)| |ṽN5,L5(n5, τ5)| |ṽN6,L6(n6, τ6)|}dτj.

Similarly as in Big Case 1, let us define:

G1(x, t) :=
∑
n

∫
einx+itτ | ˜(χ[0,δ]v)

N1,L1
(n, τ)|dτ.

For j = 2, . . . , 6, we let:

Gj(x, t) :=
∑
n

∫
einx+itτ |ṽNj ,Lj(n, τ)|dτ.

Arguing as in Big Case 1, using Hölder’s inequality and (2.58), we get 4:

|J1
L̄,N̄ | . θ(N1)θ(N2)‖G1‖L4

tL
2
x
‖G2‖L4

tL
2
x
‖G3‖L4

tL
∞
x
‖G4‖L4

tL
∞
x
‖G5‖L∞t,x‖G6‖L∞t,x

which is by Sobolev embedding:

. θ(N1)θ(N2)‖G1‖L4
tL

2
x
‖G2‖L4

tL
2
x
‖G3‖

L4
tH

1
2+
x

‖G4‖
L4
tH

1
2+
x

‖G5‖X 1
2+, 12+‖G6‖X 1

2+, 12+

Since supp Ĝ3 ⊆ {−cN3, . . . , cN3}, supp Ĝ4 ⊆ {−cN4, . . . , cN4}, this expression is:

4Strictly speaking, we should be truncating G3, G4, G5, and G6 to |τ | � N2
1 , but we ignore this

for simplicity of notation since we will later reduce to estimating these factors in Xs,b norms, which
don’t increase if we localize the spacetime Fourier transform.
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. θ(N1)θ(N2)‖G1‖L4
tL

2
x
‖G2‖L4

tL
2
x
(N

1
2

+

3 ‖G3‖L4
tL

2
x
)(N

1
2

+

4 ‖G4‖L4
tL

2
x
)‖G5‖X 1

2+, 12+‖G6‖X 1
2+, 12+

which is furthermore by using (2.21):

. θ(N1)θ(N2)N
1
2

+

3 N
1
2

+

4 ‖G1‖X0, 14+‖G2‖X0, 14+‖G3‖X0, 14+‖G4‖X0, 14+‖G5‖X 1
2+, 12+‖G6‖X 1

2+, 12+ =

= θ(N1)θ(N2)N
1
2

+

3 N
1
2

+

4 ‖(χ[0,δ]v)N1,L1‖X0, 14+‖vN2,L2‖X0, 14+

‖vN3,L3‖X0, 14+‖vN4,L4‖X0, 14+‖vN5,L5‖X 1
2+, 12+‖vN6,L6‖X 1

2+, 12+ .

. N
1
2

+

3 N
1
2

+

4 ‖(D(χ[0,δ]v))N1,L1‖X0, 14+‖(Dv)N2,L2‖X0, 14+

‖vN3,L3‖X0, 14+‖vN4,L4‖X0, 14+‖vN5,L5‖X 1
2+, 12+‖vN6,L6‖X 1

2+, 12+

. N
1
2

+

3 N
1
2

+

4

1

L
1
4
−

1

‖(D(χ[0,δ]v))N1,L1‖X0, 12−
1

L
1
4
2

‖(Dv)N2,L2‖X0, 12+

1

N3L
1
4
3

‖vN3,L3‖X1, 12+

1

N4L
1
4
4

‖vN4,L4‖X1, 12+

1

N
1
2
−

5 L0+
5

‖vN5,L5‖X1, 12+

1

N
1
2
−

6 L0+
6

‖vN6,L6‖X1, 12+

By (2.24) and the definition of the localizations w.r.t. Nj, Lj, this quantity is:

. N
1
2

+

3 N
1
2

+

4

1

L
1
4
−

1

1

L
1
4
2

1

N3L
1
4
3

1

N4L
1
4
4

1

N
1
2
−

5 L0+
5

1

N
1
2
−

6 L0+
6

‖Dv‖2

X0, 12+
‖v‖2

X1, 12+
.

64



.
1

(L1L2)
1
4
−

1

N
1
2
−

3 N
1
2
−

4 N
1
2
−

5 N
1
2
−

6

1

L0+
1 L0+

2 L
1
4
3L

1
4
3L

0+
5 L0+

6

‖Dv‖2

X0, 12+
‖v‖4

X1, 12+

From (2.59) and Proposition 2.3.1, this is:

.
1

N
1
2
−

1

1

N
1
2
−

3 N
1
2
−

4 N
1
2
−

5 N
1
2
−

6

1

L0+
1 L0+

2 L
1
4
3L

1
4
3L

0+
5 L0+

6

‖DΦ‖2
L2‖Φ‖4

H1 .

.
1

N
1
2
−

1

1

N0+
2 N

1
2
−

3 N
1
2
−

4 N
1
2
−

5 N
1
2
−

6

1

L0+
1 L0+

2 L
1
4
3L

1
4
3L

0+
5 L0+

6

‖DΦ‖2
L2 . (2.60)

In order to deduce the last bound, we used the fact that: N1 ∼ N2 and ‖Φ‖H1 . 1.

Subcase 2:

We recall that in this subcase, one has:

max{|τ3|, |τ4|, |τ5|, |τ6|} & N2
1 .

Let us consider the case: |τ3| = max{|τ3|, |τ4|, |τ5|, |τ6|}. We can analogously consider

the other cases, but we have to group the factors in Hölder’s Inequality then 5. Let

us localize as in the previous subcase, and let us denote by J2
L̄,N̄

the contribution to

JL̄,N̄ coming from this subcase.

Suppose now that (τ3, n3) ∈ supp ṽN3,L3 , keeping in mind the assumptions of the

subcase. Then:

|n3| ∼ N3 � N
1
2

1 , |τ3| & N2
1 ⇒ |τ3 + n2

3| & N2
1 −N1 & N2

1 .

Consequently:

L3 & N2
1 . (2.61)

Arguing analogously as in the previous subcase, we obtain:

5We take the L4
tL

2
x norm of the factor with highest |τ |.
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|J2
L̄,N̄ | . θ(N1)θ(N2)N

1
2

+

3 N
1
2

+

4

‖(χ[0,δ]v)N1,L1‖X0, 14+‖vN2,L2‖X0, 14+‖vN3,L3‖X0, 14+‖vN4,L4‖X0, 14+‖vN5,L5‖X 1
2+, 12+‖vN6,L6‖X 1

2+, 12+ .

. N
1
2

+

3 N
1
2

+

4

1

L
1
4
−

1

‖DvN1,L1‖X0, 12+

1

L
1
4
2

‖DvN2,L2‖X0, 12+

1

N3L
1
4
3

‖vN3,L3‖X1, 12+

1

N4L
1
4
4

‖vN4,L4‖X1, 12+

1

N
1
2
−

5 L0+
5

‖vN5,L5‖X1, 12+

1

N
1
2
−

6 L0+
6

‖vN6,L6‖X1, 12+ .

.
1

L
1
4
−

3

1

N
1
2
−

3 N
1
2
−

4 N0+
5 N0+

6

1

L
1
4
−

1 L
1
4
2L

0+
3 L

1
4
4L

0+
5 L0+

6

‖Dv‖2

X0, 12+
‖v‖4

X1, 12+

which by (2.61) is:

.
1

N
1
2
−

1

1

N
1
2
−

3 N
1
2
−

4 N0+
5 N0+

6

1

L
1
4
−

1 L
1
4
2L

0+
3 L

1
4
4L

0+
5 L0+

6

‖Dv‖2

X0, 12+
‖v‖4

X1, 12+

.
1

N
1
2
−

1

1

N0+
2 N

1
2
−

3 N
1
2
−

4 N0+
5 N0+

6

1

L
1
4
−

1 L
1
4
2L

0+
3 L

1
4
4L

0+
5 L0+

6

‖DΦ‖2
L2 . (2.62)

� Case 2: N3 & N
1
2

1 . Let us recall that we want to estimate:

JN1,N2,N3,N4,N5,N6 =

∑
n1+n2+n3−n4−n5−n6=0,|n1|≥...≥|n6|

∫
R
M ′

6(χ[0,δ]v̂N1(n1))v̂N2(n2)v̂N3(n3)v̂N4(n4) v̂N5(n5) v̂N6(n6)dt.

Let us note that:

|M ′
6| = |(θ(n1))2 + (θ(n2))2 + (θ(n3))2− (θ(n4))2− (θ(n5))2− (θ(n6))2| . θ(N1)θ(N2).
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We note that this Case is analogous to Case 2 of Big Case 1. Hence, arguing exactly

as we did in this Case, we obtain:

|JN1,N2,N3,N4,N5,N6| .
1

N
1
2
−

1 (N2N3N4N5N6)0+
‖DΦ‖2

L2 . (2.63)

We combine (2.60),(2.62),(2.63) and sum in Nj, Lj to deduce that the contribution

to I from Big Case 2, which we denoted by I(2) has the property that:

|I(2)| . 1

N
1
2
−
‖DΦ‖2

L2 . (2.64)

This gives us a good bound in Big Case 2. Combining (2.54) and (2.64), we finally

obtain:

|I| = |‖Du(δ)‖2
L2 − ‖Du(0)‖2

L2| .
1

N
1
2
−
‖Φ‖2

L2 .

By construction, the implied constant here depends only on (s, Energy,Mass). Let

us denote it by C = C(s, Energy,Mass). We use Proposition 2.3.1 and the fact that

the H1 norm can be bounded by a continuous function of energy and mass to deduce

that C is continuous in energy and mass. Lemma 2.3.4 now follows.

2.3.4 Proof of Theorem 2.1.1 for k ≥ 3

We finally note that for k ≥ 3, we can bound the increment of ‖Du(t)‖2
L2 in an

analogous way as we did for k = 2. Namely, we observe that all the estimates on

M6,M
′
6 we used depended only on the two highest frequencies and not on how many

more frequencies there were. Furthermore, in the later estimates, when we had to use

Hölder’s inequality, we just estimate the k − 2 extra factors in L∞t,x, and use the fact

that X
1
2

+, 1
2

+ ↪→ L∞t,x. At the end, this only results in a “0+ loss” in the dyadic decay

factor, and we get the same increment bound (2.36) as before.

This finishes the proof of Theorem 2.1.1 for k ≥ 2. �
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2.3.5 Remarks on the result of Bourgain

As was mentioned in Section 1.3., in the appendix of [19], Bourgain gives a sketch

of how one should be able to deduce a better bound in the case k = 2 though. The

methods he indicates there don’t seem to apply to the higher nonlinearities k > 2.

The problem lies in the fact that the inductive procedure from [19] is linked to the

quintic structure of the nonlinearity.

Bourgain starts by defining the following Besov-type norms:

‖u‖0,p := (

∫
R
(
∑
j

|ũ(j, j2 + ξ)|2)
p
2dξ)

1
p .

This space is similar to the Xs,b space we are using, but Xs,b spaces were not used

in [19]. The estimate one starts from is the following Strichartz Estimate: Assuming

that supp φ̂ ⊆ {−N, . . . , N}, one has:

‖S(t)φ‖L6
t,x
. N0+‖φ‖L2

x
. (2.65)

Suppose now that q = q(x, t) has the property that supp q̂(t) ⊆ {−N, . . . , N}. By

writing u as a superposition of modulated free solutions (c.f. Lemma 2.9 in [106]),

(2.65) implies:

‖q‖L6
t,x
. N0+‖q‖0,1. (2.66)

By using Hölder’s inequality, one then deduces:

∫
R

∫
S1

|q(x, t)|6dxdt . ‖q‖6
L6
t,x
. N0+‖q‖6

0,1. (2.67)

The estimate (2.67) is used as the base of the induction in the paper. At each step,

the Hamiltonian is modified using a symplectic transformation of the phase space

l2(Z) in such a way that the nonlinearity is reduced to its essential part. In each

iteration, it is shown inductively that the analogue of (2.67) holds for the modified

Hamiltonian.
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The reason why one doesn’t seem to be able to apply these methods to the case

k > 2 is that the Besov-type norms introduced earlier don’t allow us to control the

spacetime L∞ norm in a satisfactory way. On the other hand, we recall that for Xs,b

spaces, we used the bound: ‖u‖L∞t,x . ‖u‖X 1
2+, 12+ . It appears that the only estimate,

one can use for the spacetime L∞ norm is obtained as follows:

Suppose q = q(x, t) satisfies supp q̂(t) ⊆ {−N, . . . , N}.

Then:

‖q‖L∞t,x . ‖q‖L∞t H
1
2+
x

. N
1
2

+‖q‖L∞t L2
x
. N

1
2

+‖q‖0,1. (2.68)

Here, in the first step, we used Sobolev embedding and in the last step, we used the

triangle inequality.

From Hölder’s inequality, (2.66), and (2.68) we can deduce that for k ≥ 3, one

has:

∫
R

∫
S1

|q(x, t)|2k+2dxdt . ‖q‖6
L6
t,x
‖q‖2k−4

L∞t,x
.

. N0+‖q‖6
0,1N

2k−4
2

+‖q‖2k−4
0,1 . N (k−2)+‖q‖2k+2

0,1 . (2.69)

We observe that this no longer gives us a N0+ factor on the right hand side, which

was crucial in the proof in [19].

2.4 Modifications of the Cubic NLS

2.4.1 Modification 1: Hartree Equation

Let us now consider the Hartree equation on S1, i.e. the equation (2.4). The equation

(2.4) has the following conserved quantities:

M(u(t)) =

∫
|u(x, t)|2dx (Mass)
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and

E(u(t)) =
1

2

∫
|∇u(x, t)|2dx+

1

4

∫
(V ∗ |u|2)(x, t)|u(x, t)|2dx (Energy)

The fact that the mass is conserved follows from the fact that V is real-valued.

The fact that the energy is conserved can be checked by using the equation and

integrating by parts. The calculation crucially relies on the fact that V is even, see

[28]. Furthermore, since V ≥ 0, we immediately obtain uniform bounds on ‖u(t)‖H1 .

M is clearly continuous on H1. By using Young’s inequality, Hölder’s inequality and

Sobolev embedding, it follows that E is also continuous on H1.

Local-in-time estimates for the Hartree Equation

Let u denote a global solution of (2.4). Recalling the definition of the operator D in

(2.27), we have:

Proposition 2.4.1. Given t0 ∈ R, there exists a globally defined function v : S1×R→

C satisfying the properties:

v|[t0,t0+δ] = u|[t0,t0+δ]. (2.70)

‖v‖
X1, 12+ ≤ C(s, E(Φ),M(Φ)) (2.71)

‖Dv‖
X0, 12+ ≤ C(s, E(Φ),M(Φ))‖Du(t0)‖L2 . (2.72)

Moreover, δ and C can be chosen to depend continuously on the energy and mass.

Proof. The proof of Proposition 2.4.1 is analogous to the Proof of Proposition 2.3.1

(see Appendix B of this chapter). The only modification we have to make is to note

that V ∈ L1(S1) implies that V̂ ∈ L∞(S1). Instead of estimating an expression of the

form ||vδ|2vδ| as in the proof of Proposition 3.1, we have to estimate: |(V ∗ |vδ|2)vδ|.
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However,

|(V ∗ |vδ|2)vδ| =
∣∣ ∑
n1+n2+n3=n

∫
τ1+τ2+τ3=τ

dτjV̂ (n1 + n2)ṽδ(n1, τ1) ˜̄vδ(n2, τ2)ṽδ(n3, τ3)
∣∣ ≤

≤
∑

n1+n2+n3=n

∫
τ1+τ2+τ3=τ

dτj|V̂ (n1 + n2)||ṽδ(n1, τ1)|| ˜̄vδ(n2, τ2)||ṽδ(n3, τ3)| .

.
∑

n1+n2+n3=n

∫
τ1+τ2+τ3=τ

dτj|ṽδ(n1, τ1)|| ˜̄vδ(n2, τ2)||ṽδ(n3, τ3)|.

This is the same expression that we obtain in the proof of Proposition 3.1. The

existence part (i.e. the analogue of properties (2.30) and (2.31)) now follows in the

same way as in the mentioned Proposition. On the other hand, for the uniqueness

part (i.e. the analogue of (2.29)), let v(t), w(t) solve (2.4) with the same initial data

on the time interval [0, δ]. We also suppose that ‖v(t)‖H1 , ‖w(t)‖H1 are uniformly

bounded on this interval . By Minkowski’s inequality, and by unitarity of the Linear

Schrödinger propagator, we obtain, for all 0 ≤ t ≤ δ:

‖v(t)− w(t)‖L2 ≤
∫ t

0

‖S(t− t′)((V ∗ |v|2)v(t′)− (V ∗ |w|2)w(t′))‖L2dt′ =

=

∫ t

0

‖(V ∗ |v|2)v(t′)− (V ∗ |w|2)w(t′)‖L2dt′

If we combine Hölder’s inequality, Young’s inequality and Sobolev embedding, we

deduce:

‖(V ∗ (u1u2))u3‖L2 ≤ ‖V ‖L1‖u1u2‖L∞‖u3‖L2 . ‖u1‖H1‖u2‖H1‖u3‖L2 .

Similarly:

‖(V ∗ (u1u2))u3‖L2 ≤ ‖V ‖L1‖u1u2‖L2‖u3‖L∞ . ‖u1‖L2‖u2‖H1‖u3‖H1 .

Hence:
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‖v(t)−w(t)‖L2 .
∫ t

0

(‖v(t′)|H1+‖w(t′)‖H1)2‖v(t′)−w(t′)‖L2dt′ .
∫ t

0

‖v(t′)−w(t′)‖L2dt′.

Uniqueness now follows from Gronwall’s inequality.

We will now use the method of higher modified energies as in [34, 32]. The key is

to obtain a better approximation to ‖u(t)‖2
Hs than ‖Du(t)‖2

L2 by using a multilinear

correction term.

Introduction of the Higher Modified Energy

Before we define the multilinear correction to E1(u) := ‖Du(t)‖2
L2 , let us first find

d
dt
‖Du(t)‖2

L2 .

d

dt
‖Du(t)‖2

L2 ∼
d

dt

( ∑
n1+n2=0

D̂u(n1)D̂ū(n2)
)

=

=
∑

n1+n2=0

(θ(n1)(i∆u−i(V ∗|u|2)u)̂ (n1)θ(n2)̂̄u(n2)+θ(n1)û(n1)(−i∆ū+i(V ∗|u|2)ū)̂ (n2)θ(n2) =

=
∑

n1+n2=0

(
− i
(
(θ(n1))2n2

1 − (θ(n2))2n2
2

)
û(n1)̂̄u(n2)

−i
(
(θ(n2))2((V ∗ |u|2)u)̂(n1)̂̄u(n2)− (θ(n1))2û(n1)((V ∗ |u|2)ū)̂(n2)

))
=

= −i
∑

n1+n2+n3+n4=0

((θ(n2))2V̂ (n3 + n4)û(n1)̂̄u(n2)û(n3)̂̄u(n4)

−(θ(n1))2V̂ (n3 + n4)û(n1)̂̄u(n2)û(n3)̂̄u(n4)) =

=
1

2
i

∑
n1+n2+n3+n4=0

((θ(n1))2V̂ (n3 + n4) + (θ(n3))2V̂ (n1 + n2)

−(θ(n2))2V̂ (n3 + n4)− (θ(n4))2V̂ (n1 + n2))û(n1)̂̄u(n2)û(n3)̂̄u(n4)
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Since V is even, so is V̂ . Hence, when n1+n2+n3+n4 = 0, we have that: V̂ (n1+n2) =

V̂ (n3 + n4). So, we deduce that:

d

dt
‖Du(t)‖2

L2 = ci
∑

n1+n2+n3+n4=0

(
(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2

)

V̂ (n3 + n4)û(n1)̂̄u(n2)û(n3)̂̄u(n4), (2.73)

where c is a real constant.

Recalling the notation from Section 2, we consider the following higher modified

energy

E2(u) := E1(u) + λ4(M4;u). (2.74)

The quantity M4 will be determined soon.

The modified energy E2 comes as a “multilinear correction” of the modified energy

E1 considered earlier:

In order to find d
dt
E2(u), we need to find d

dt
λ4(M4;u). Thus, if we fix a multiplier

M4, we obtain:

d

dt
λ4(M4;u) =

d

dt

( ∑
n1+n2+n3+n4=0

M4(n1, n2, n3, n4)û(n1)̂̄u(n2)û(n3)̂̄u(n4)
)

=

= −iλ4(M4(n2
1 − n2

2 + n2
3 − n2

4);u)

−i
∑

n1+n2+n3+n4+n5+n6=0

[
M4(n123, n4, n5, n6)V̂ (n1 + n2)
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−M4(n1, n234, n5, n6)V̂ (n2 + n3) +M4(n1, n2, n345, n6)V̂ (n3 + n4)

−M4(n1, n2, n3, n456)V̂ (n4 + n5)
]
û(n1)̂̄u(n2)û(n3)̂̄u(n4)û(n5)̂̄u(n6) (2.75)

From (2.73), (2.75), it follows that if we take:

M4 := Ψ, (2.76)

where Ψ is defined by:

Ψ : Γ4 → R

Ψ :=

c
((θ(n1))2−(θ(n2))2+(θ(n3))2−(θ(n4))2)V̂ (n3+n4)

n2
1−n2

2+n2
3−n2

4
, if n2

1 − n2
2 + n2

3 − n2
4 6= 0

0, otherwise.

(2.77)

for an appropriate real constant c. One then has:

d

dt
E2(u) = −iλ6(M6;u). (2.78)

where:

M6(n1, n2, n3, n4, n5, n6) := M4(n123, n4, n5, n6)V̂ (n1 + n2)

−M4(n1, n234, n5, n6)V̂ (n2 + n3) +M4(n1, n2, n345, n6)V̂ (n3 + n4)

−M4(n1, n2, n3, n456)V̂ (n4 + n5) (2.79)

Heuristically, we expect this expression to be smaller than d
dt
E1(u) since the deriva-
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tives are distributed over six factors of u and ū, whereas before we only had four

factors. The key to continue our study of E2(u) is to deduce bounds on Ψ.

Pointwise bounds on the multiplier Ψ

As in the previous section, we dyadically localize the frequencies as |nj| ∼ Nj. We

then order the Nj’s in decreasing order, to obtain N∗1 ≥ N∗2 ≥ N∗3 ≥ N∗4 . Let us show

that the following result holds:

Lemma 2.4.2. Under the previous assumptions, one has:

Ψ = O
( 1

(N∗1 )2
θ(N∗1 )θ(N∗2 )N∗3N

∗
4

)
. (2.80)

Proof. From the triangle inequality and from the definition of θ, it follows that we

need to consider only:

N∗1 ∼ N∗2 & N. (2.81)

Furthermore, by construction of Ψ, we just need to prove the bound when n2
1 −

n2
2 + n2

3 − n2
4 6= 0.

We recall that:

|V̂ | . 1 (2.82)

Hence, the factor of V̂ (n3 + n4) will not affect the estimate.

In the proof of Lemma 2.4.2, it is crucial to observe that, for (n1, n2, n3, n4) ∈ Γ4:

n2
1−n2

2+n2
3−n2

4 = (n1−n2)(n1+n2)+(n3−n4)(n3+n4) = (n1−n2)(n1+n2)−(n3−n4)(n1+n2) =

= (n1 + n2)(n1 − n2 − n3 + n4) = 2(n1 + n2)(n1 + n4) (2.83)

In particular, when n2
1 − n2

2 + n2
3 − n2

4 6= 0, one has: n1 + n2, n1 + n4 6= 0.

We must consider several cases:
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♦Case 1: N∗2 � N∗3 .

♦Case 2: N∗2 ∼ N∗3 .

Case 1: Let’s suppose WLOG that: |n1| ≥ |n3|, |n2| ≥ |n4|, and |n1| ∼ N∗1 .

One needs to consider two Subcases:

�Subcase 1: |n2| ∼ N∗2 .

�Subcase 2: |n3| ∼ N∗2 .

Subcase 1:

Since n1 + n2 + n3 + n4 = 0, |n1|, |n2| � |n3|, |n4|, it follows that n1 and n2 have

the opposite sign.

Consequently:

|n1 + n2| = ||n1| − |n2||.

However, |n1 + n2| = |n3 + n4| so:

||n1| − |n2|| = |n3 + n4|.

From (2.83), one obtains:

|n2
1 − n2

2 + n2
3 − n2

4| = 2|(n1 + n2)(n1 + n4)| ∼ N∗1 |n3 + n4|. (2.84)

In the last estimate, we used the fact that |n1| � |n4| and |n1 + n2| = |n3 + n4|.

Let us now analyze the numerator. We start by observing that 6:

|(θ(n1))2 − (θ(n2))2| ≤

≤ 1

N2s
(|n1|2s − |n2|2s) .

1

N2s
|n1|2s−1||n1| − |n2|| =

1

N2s
|n1|2s−1|n3 + n4|. (2.85)

We now have to consider (θ(n3))2 − (θ(n4))2.

One must consider three possibilities:

6We are considering |n1| ≥ |n2|, |n1| ≥ N ; it’s possible that |n2| < N , but this is accounted for
by the “ ≤′′.
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Sub-subcase 1: |n3|, |n4| < N.

Sub-subcase 2: |n4| < N ≤ |n3| or |n3| < N ≤ |n4|.

Sub-subcase 3: |n3|, |n4| ≥ N.

Sub-subcase 1: In this sub-subcase, one has:(θ(n3))2 − (θ(n4))2 = 0.

Sub-subcase 2: Let’s consider WLOG the case when |n4| < N ≤ |n3|. The case

|n3| < N ≤ |n4| is analogous.

We obtain:

|(θ(n3))2 − (θ(n4))2| = 1

N2s
||n3|2s −N2s| ≤ 1

N2s
||n3|2s − |n4|2s| =

=
1

N2s
||n3|2s − | − n4|2s| .

1

N2s
|n3|2s−1|n3 + n4|.

We note that the first inequality follows from the assumptions of the sub-subcase.

Sub-subcase 3:

We note:

|(θ(n3))2 − (θ(n4))2| = 1

N2s
||n3|2s − |n4|2s|.

Arguing as in the previous sub-subcase, we obtain:

|(θ(n3))2 − (θ(n4))2| . 1

N2s
|n3|2s−1|n3 + n4|.

So, we obtain that in Subcase 1, one has the bound:

|(θ(n3))2 − (θ(n4))2| . 1

N2s
|n3|2s−1|n3 + n4| .

1

N2s
(N∗1 )2s−1|n3 + n4|. (2.86)

Combining (2.85) and (2.86), one obtains:

|(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2| . 1

N2s
(N∗1 )2s−1|n3 + n4|. (2.87)
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From (2.82), (2.84), and (2.87), it follows that in Subcase 1:

Ψ = O
( 1

N2s
(N∗1 )2s−2

)
= O

( 1

(N∗1 )2

(N∗1 )2s

N2s

)
= O

( 1

(N∗1 )2
θ(N∗1 )θ(N∗2 )

)
. (2.88)

Subcase 2:

Here one has |n3| ∼ N∗2 . In this Subcase, we don’t expect to obtain any cancelation

in the numerator or in the denominator. We get:

|(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2| = O((θ(n1))2) = O(
1

N2s
(N∗1 )2s)

|n2
1 − n2

2 + n2
3 − n2

4| ∼ (N∗1 )2.

So, again using (2.82), we deduce:

Ψ = O
( 1

N2s
(N∗1 )2s−2

)
= O

( 1

(N∗1 )2
θ(N∗1 )θ(N∗2 )

)
. (2.89)

Case 2:

Subcase 1:

We first consider the subcase when: N∗1 ∼ N∗2 ∼ N∗3 � N∗4 .

Let us assume WLOG that |n4| ∼ N∗4 .

Then, by (2.83), one has:

||n1|2 − |n2|2 + |n3|2 − |n4|2| = 2|(n1 + n2)(n1 + n4)| & N∗1 . (2.90)

Here, we also used the fact that |n1 + n4| ∼ N∗1 and |n1 + n2| ≥ 1. The latter

observation follows from the fact that the problem is periodic.

We bound the numerator by:
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|(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2| . (θ(n1))2 .
1

N2s
(N∗1 )2s. (2.91)

It follows from (2.90), (2.91), and (2.82) that:

Ψ = O
( 1

N∗1

(N∗1 )2s

N2s

)
= O

( 1

(N∗1 )2

(N∗1 )2s

N2s
N∗1
)

=

= O
( 1

(N∗1 )2
θ(N∗1 )θ(N∗2 )N∗3

)
. (2.92)

Subcase 2:

In this case, all the N∗j ’s are equivalent:

N∗1 ∼ N∗2 ∼ N∗3 ∼ N∗4 .

By using (2.83), and the fact that |n1 + n2| ≥ 1, |n1 + n4| ≥ 1, it follows that:

||n1|2 − |n2|2 + |n3|2 − |n4|2| = 2|(n1 + n2)(n1 + n4)| & 1. (2.93)

As before:

|(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2| . (θ(n1))2 .
1

N2s
N∗1

2s. (2.94)

(2.82), (2.94), and (2.93) now imply:

Ψ = O
((N∗1 )2s

N2s

)
= O

( 1

(N∗1 )2
θ(N∗1 )θ(N∗2 )(N∗1 )2

)
=

= O
( 1

(N∗1 )2
θ(N∗1 )θ(N∗2 )N∗3N

∗
4

)
. (2.95)

Lemma 2.4.2 now follows from (2.88),(2.89),(2.92), and (2.95).
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An approximation result for the higher modified energies

Let us now show that E2(u) is a good approximation of E1(u) in a certain precise

sense. The result that we prove is:

Lemma 2.4.3. If we take N to be sufficiently large, then:

E2(u) ∼ E1(u),

where the implied constant no longer depends on N , but depends continuously on

energy and mass.

Proof. By construction, we have that: |E2(u(t)) − E1(u(t))| = |λ4(M4;u(t))|, where

M4 has been defined in (2.76).Let us WLOG consider the contribution to λ4(M4;u(t))

in which |n1| ≥ |n2| ≥ |n3| ≥ |n4|. The other contributions are bounded analogously.

With notation from before, we obtain the following localization:

N∗1 ≥ N∗2 ≥ N∗3 ≥ N∗4 ; N∗1 & N. (2.96)

Using Lemma 2.4.2 we note that the corresponding contribution to |E2(u) − E1(u)|

is:

.
∑

n1+n2+n3+n4=0,|n1|≥...≥|n4|

∑
N∗j satisfying (2.96)

1

(N∗1 )2
θ(N∗1 )θ(N∗1 )N∗3N

∗
4 |ûN∗1 (n1)||ûN∗2 (n2)||ûN∗3 (n3)||ûN∗4 (n4)|.

By taking inverse Fourier transforms, using an L2
x, L

2
x, L

∞
x , L

∞
x Hölder inequality, the

H
1
2

+
x ↪→ L∞x Sobolev embedding and the fact that ‖ · ‖L2

x
, ‖ · ‖

H
1
2+
x

are invariant under

change of sign in the Fourier transform, we obtain that the previous quantity is:

.
∑

N∗j satisfying (2.96)

1

(N∗1 )1−‖θ(N
∗
1 )uN∗1 ‖L2‖θ(N∗2 )uN∗2 ‖L2‖(N∗3 )

1
2
−uN∗3 ‖H 1

2+‖(N∗4 )
1
2
−uN∗4 ‖H 1

2+ .
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.
∑

N∗j satisfying (2.96)

1

(N∗1 )1−‖Du‖
2
L2‖u‖2

H1

.
1

N1−‖Du‖
2
L2 =

1

N1−E
1(u).

The other contributions are bounded in an analogous way. Hence,

|E2(u)− E1(u)| . 1

N1−E
1(u).

Thus, if we take N sufficiently large, we get for the fixed time t:

E2(u(t)) ∼ E1(u(t)). (2.97)

The implied constant above doesn’t depend on N as long as we choose N to be

sufficiently large. It also doesn’t depend on t. We see that it depends on the uniform

bound on ‖u(t)‖H1 , hence it depends continuously on energy and mass.

Hence, in order to bound E1(u), it suffices to bound E2(u).

Estimate on the increment of E2(u) and proof of Theorem 2.1.2

For t0 ∈ R,we now want to estimate the increment:

E2(u(t0 + δ))− E2(u(t0)).

The bound that we will prove is:

Lemma 2.4.4. For all t0 ∈ R, one has:

|E2(u(t0 + δ))− E2(u(t0))| . 1

N2−E
2(u(t0)).

Let us observe how Lemma 2.4.4 implies Theorem 2.1.2:
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Proof. (of Theorem 2.1.2 assuming Lemma 2.4.4) We argue similarly as in the proof

of Theorem 2.1.1. Namely, from Lemma 2.4.4, together with (2.28) and Lemma 2.4.3,

we deduce that:

E2(u(T )) . E2(Φ) . E1(Φ) = ‖DΦ‖2
L2 . ‖Φ‖2

Hs , (2.98)

whenever T . N2−.

So, for such T , one has, from (2.28), Lemma 2.4.3, and (2.98):

‖u(T )‖Hs . N s
√
E1(u(T )) . N s

√
E2(u(T )) . N s‖Φ‖Hs . (2.99)

Since T . N2−, we can take N = T
1
2

+. Substituting this into (2.99), we obtain:

‖u(T )‖Hs . T
1
2
s+‖Φ‖Hs . (2.100)

Here the implied constants depend only on (s, Energy,Mass), and they depend con-

tinuously on energy and mass.

Using (2.100), and arguing as in the proof of Theorem 2.1.1, we obtain that, for

s ≥ 1, there exists C = C(s, Energy,Mass), depending continuously on energy and

mass such that for all t ∈ R:

‖u(t)‖Hs ≤ C(1 + |t|)
1
2
s+‖Φ‖Hs . (2.101)

We now prove Lemma 2.4.4:

Proof. (of Lemma 2.4.4) From Proposition 2.4.1, given t0, we can construct a global

function v which agrees with u on [t0, t0 + δ] and which satisfies appropriate Xs,b

bounds. Let’s WLOG suppose that t0 = 0. We note that all the constants depend

only on conserved quantities of the equation, and hence will be independent of t0.

From Lemma 2.4.3, one obtains for t ∈ [0, δ]:
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E2(v) ∼ E1(v).

Furthermore, from (2.78) and the construction of v, we recall for t ∈ [0, δ]:

d

dt
E2(v(t)) = −iλ6(M6; v(t)).

We want to estimate
∫ δ

0
d
dt
E2(v)(t)dt. In order to do this, we just consider the con-

tribution: ∫ δ

0

∑
n1+n2+n3+n4+n5+n6=0

M4(n123, n4, n5, n6)V̂ (n1 + n2)

v̂(n1)̂̄v(n2)v̂(n3)̂̄v(n4)v̂(n5)̂̄v(n6)dt =: K (2.102)

By symmetry, the other contributions are bounded in an analogous way, since as we

will see, our argument won’t depend on which factor comes with a complex conjugate,

and which factor doesn’t.

Let us now dyadically localize in frequency, with the following localizations:

|n1 + n2 + n3| ∼ N1, |n4| ∼ N2, |n5| ∼ N3, |n6| ∼ N4.

As before, we introduce the dyadic integers N∗1 , N
∗
2 , N

∗
3 , N

∗
4 . It is then the case that:

N∗1 ≥ N∗2 ≥ N∗3 ≥ N∗4 , N
∗
1 & N. (2.103)

The latter fact follows from the fact that the only nonzero contribution comes from

the case where (θ(n1 + n2 + n3))2 − (θ(n4))2 + (θ(n5))2 − (θ(n6))2 6= 0. Let’s fix an

admissible configuration (N1, N2, N3, N4) and let’s denote its contribution to K by:

KN1,N2,N3,N4 :=

∫ δ

0

∑
n1+n2+n3+n4+n5+n6=0

M4(n1 + n2 + n3, n4, n5, n6)

(̂vv̄v)N1
(n1 + n2 + n3)v̂N2(n2)v̂N3(n5)v̂N4(n6)dt.
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We must consider several cases:

♦Case 1: N1 = N∗1 or N1 = N∗2 .

♦Case 2: N1 = N∗3 or N1 = N∗4 .

Case 1:

By symmetry, we consider the case N1 = N∗1 . We will also consider the case when

N2 = N∗2 , N3 = N∗3 , N4 = N∗4 . The other cases are bounded in a similar way (we just

group the terms differently). We obtain:

|KN1,N2,N3,N4| =
∣∣ ∫

R

∑
n1+n2+n3+n4+n5+n6=0

M4(n1 + n2 + n3, n4, n5, n6)(̂vv̄v)N1
(n1 + n2 + n3)(χ[0,δ]vN2

)˜(n4)v̂N3(n5)v̂N4(n6)dt
∣∣ =

=
∣∣ ∫

τ1+τ2+τ3+τ4+τ5+τ6=0

∑
n1+n2+n3+n4+n5+n6=0

M4(n1 + n2 + n3, n4, n5, n6)

(̃vv̄v)N1
(n1 + n2 + n3, τ1 + τ2 + τ3)(χ[0,δ]vN2

)˜(n4, τ4)ṽN3(n5, τ5)ṽN4(n6, τ6)dτj
∣∣

Using the triangle inequality, Lemma 2.4.2, and (2.82), this expression is:

.
∫
τ1+τ2+τ3+τ4+τ5+τ6=0

∑
n1+n2+n3+n4+n5+n6=0

1

(N∗1 )2
θ(N∗1 )θ(N∗2 )N∗3N

∗
4

|(̃vv̄v)N1
(n1 + n2 + n3, τ1 + τ2 + τ3)||(χ[0,δ]vN2

)˜(n4, τ4)||ṽN3(n5, τ5)||ṽN4(n6, τ6)|dτj

Since θ(N∗1 ) ∼ θ(n1 + n2 + n3), by localization, and since |(̃vv̄v)N1
| ≤ |ṽv̄v| by

restriction, this expression is:

.
∫
τ1+τ2+τ3+τ4+τ5+τ6=0

∑
n1+n2+n3+n4+n5+n6=0

1

(N∗1 )2
θ(n1 + n2 + n3)θ(N2)N3N4
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|ṽv̄v(n1 + n2 + n3, τ1 + τ2 + τ3)||(χ[0,δ]vN2
)˜(n4, τ4)||ṽN3(n5, τ5)||ṽN4(n6, τ6)|dτj

.
∫
τ1+τ2+τ3+τ4+τ5+τ6=0

∑
n1+n2+n3+n4+n5+n6=0

1

(N∗1 )2
θ(n1 + n2 + n3)θ(N2)N3N4

|ṽ(n1, τ1)||˜̄v(n2, τ2)||ṽ(n3, τ3)||(χ[0,δ]vN2
)˜(n4, τ4)||ṽN3(n5, τ5)||ṽN4(n6, τ6)|dτj

Since one has the “Fractional Leibniz Rule”: θ(n1 +n2 +n3) . θ(n1) + θ(n2) + θ(n3),

we bound this expression by:

.
∫
τ1+τ2+τ3+τ4+τ5+τ6=0

∑
n1+n2+n3+n4+n5+n6=0

1

(N∗1 )2
(θ(n1)+θ(n2)+θ(n3))|ṽ(n1, τ1)||˜̄v(n2, τ2)||ṽ(n3, τ3)|

(θ(N2)|(χ[0,δ]vN2
)˜(n4, τ4)|)(N3|ṽN3(n5, τ5)|)(N4|ṽN4(n6, τ6)|)dτj.

By symmetry, it suffices to consider:

K1
N1,N2,N3,N4

:=

∫
τ1+τ2+τ3+τ4+τ5+τ6=0

∑
n1+n2+n3+n4+n5+n6=0

1

(N∗1 )2
θ(n1)|ṽ(n1, τ1)||˜̄v(n2, τ2)||ṽ(n3, τ3)|

(θ(N2)|(χ[0,δ]vN2
)˜(n4, τ4)|)(N3|ṽN3(n5, τ5)|)(N4|ṽN4(n6, τ6)|)dτj =

We now use an L4
t,x, L

4
t,x, L

4
t,x, L

4
t,x, L

∞
t,x, L

∞
t,x Hölder’s inequality, and argue as in

previous sections to deduce that this term is:

.
1

(N∗1 )2
‖Dv‖

X0, 12+‖v‖2

X
1
2+, 12+

‖Dv‖
X0, 12+‖v‖2

X1, 12+
≤
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≤ 1

(N∗1 )2
‖Dv‖2

X0, 12+
‖v‖4

X1, 12+

which by the Xs,b bounds on v is:

.
1

(N∗1 )2
‖DΦ‖2

L2‖Φ‖4
H1 .

1

(N∗1 )2
‖DΦ‖2

L2 .

One gets the same bound for the other contributions to KN1,N2,N3,N4 in this Case by

symmetry.

Case 2: We recall that here N1 = N∗3 or N1 = N∗4 . By symmetry, we consider

the case N1 = N∗3 .

Arguing analogously as in the previous Case, we get the same bound as before.

The only difference is that now, in the appropriate bound for M4, we replace N∗3 by

〈n1 + n2 + n3〉 and we then use the inequality:

〈n1 + n2 + n3〉 . 〈n1〉+ 〈n2〉+ 〈n3〉

as the “Fractional Leibniz Rule”. So, in any case, we may conclude that:

|KN1,N2,N3,N4 | .
1

(N∗1 )2
‖DΦ‖2

L2 . (2.104)

The implied constant depends only on (s, Energy,Mass). Using (2.104),(2.103) and

summing, it follows that:

|K| . 1

N2−‖DΦ‖2
L2 =

1

N2−E
1(Φ).

By using Lemma 2.4.3, it follows that:

|K| . 1

N2−E
2(Φ).

In an analogous way, we show that the other three terms in E2(u(δ))−E2(Φ) satisfy

this same bound. The same bound holds for arbitrary t0.
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A note on Corollary 2.1.5

The same bound that we obtain for the Hartree Equation holds also for the Defocusing

Cubic NLS on S1 with the same proof. We formally take V = δ. The cubic NLS is,

however, completely integrable [84], so we see that the obtained bound is far from

optimal. If we consider the defocusing cubic NLS on the real line, in Chapter 3, we

show bounds which allow us to recover uniform bounds on the integral Sobolev norms

of a solution, up to a loss of (1+ |t|)0+. The proof of this result relies on the improved

Strichartz estimate and is at the moment possible only on the real line.

Further remarks

Remark 2.4.5. The equation (2.4) possesses solutions all of whose Sobolev norms

are uniformly bounded in time. Namely, if we take n ∈ Z, and α ∈ C, then:

u(x, t) := αe−iV̂ (0)|α|2tei(nx−n
2t)

is a solution to (2.4). Since our assumptions on V imply that V̂ (0) =
∫
V (x)dx is

real, it follows that for all s, t ∈ R:

‖u(t)‖Hs = ‖u(0)‖Hs .

A similar ansatz was used to show instability of the cubic NLS on S1 in Sobolev spaces

of negative index in [21].

Remark 2.4.6. We could try to construct a third modified energy E3, in hope of

obtaining a better bound. The algebra, however becomes quite complicated so we have

not pursued this approach. Several iterations of the higher modified energies were

previously used in [34].

Remark 2.4.7. The method of higher modified energies doesn’t work for the equations

we considered in Theorem 2.1.1, i.e. if the nonlinearity is |u|k for k ≥ 2. The reason

why this is so is that the analogue of the multiplier Ψ on Γ2k, which we again call Ψ,
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is not pointwise bounded. Namely, if we consider the case k = 2, we should take:

ψ ∼ (θ(n1))2s − (θ(n2))2s + (θ(n3))2s − (θ(n4))2s + (θ(n5))2s − (θ(n6))2s

|n1|2 − |n2|2 + |n3|2 − |n4|2 + |n5|2 − |n6|2
.

Let us assume that s is such that:

62s − 22s + 52s − 32s + 12s − 72s 6= 0.

Then, we know that:

(n1, n2, n3, n4, n5, n6) = (6N,−2N, 5N,−3N,N,−7N) ∈ Γ6.

For this frequency configuration, we have:

(θ(n1))2s − (θ(n2))2s + (θ(n3))2s − (θ(n4))2s + (θ(n5))2s − (θ(n6))2s =

62s − 22s + 52s − 32s + 12s − 72s 6= 0

and

|n1|2−|n2|2 + |n3|2−|n4|2 + |n5|2−|n6|2 = 36N2−4N2 +25N2−9N2 +N2−49N2 = 0.

Hence, Ψ(n1, n2, n3, n4, n5, n6) is not well-defined. In particular, in this case, we

can no longer prove a pointwise multiplier bound as in Lemma 2.4.2. A similar

construction can be adapted to the case k > 2, if we just take the remaining 2k-4

frequencies to be equal to zero. We note that the phenomenon that the multiplier ψ is

unbounded in the case of the quintic and higher order nonlinearities is linked to the

fact that the factorization property (2.83) no longer holds in this context.

2.4.2 Modification 2: Defocusing Cubic NLS with a potential

Let us now consider the equation (2.5).The equation (2.5) has conserved mass as

before, since |u|2 + λ is real-valued. On the other hand, by integrating by parts, one
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can check that the quantity:

E(u(t)) :=
1

2

∫
|∇u(x, t)|2dx+

1

4

∫
|u(x, t)|4dx+

1

2

∫
λ(x)|u(x, t)|2dx

is conserved in time. E(u(t)) is the conserved energy. By using Hölder’s inequality

and Sobolev embedding, it follows that E is continuous on H1.

We note that E is not necessarily non-negative and that it doesn’t give an a priori

bound on ‖u(t)‖Ḣ1 . However, since λ is bounded from below, we obtain:

‖u(t)‖2
H1 . E(u(t)) +M(u(t)).

Hence ‖u(t)‖H1 is uniformly bounded.

Local-in-time estimates for (2.5)

Let u be a global solution of (2.5).

Proposition 2.4.8. Given t0 ∈ R, there exists a globally defined function v : S1×R→

C satisfying the properties:

v|[t0,t0+δ] = u|[t0,t0+δ]. (2.105)

‖v‖
X1, 12+ ≤ C(s, E(Φ),M(Φ)) (2.106)

‖Dv‖
X0, 12+ ≤ C(s, E(Φ),M(Φ))‖Du(t0)‖L2 . (2.107)

Moreover, δ and C can be chosen to depend continuously on the energy and mass.

Proof. The proof is similar to the proof of Proposition 2.3.1 and Proposition 2.4.1.

For the existence part, we argue by a fixed-point method. Let us take δ ∈ (0, 1), and

let f ∈ C∞0 (R) be such that f = 1 on [0, 1]. Let µ(x, t) := f(t)λ(x).
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With notation as in Appendix B of this chapter, we consider:

Lv := χδ(t)S(t)Φ− iχδ(t)
∫ δ

0

S(t− t′)(|vδ|2vδ + µvδ)(t
′)dt′.

So:

‖Lv‖Xs,b ≤ cδ
1−2b

2 ‖Φ‖Hs + cδ
1−2b

2 ‖|vδ|2vδ‖Xs,b−1 + cδ
1−2b

2 ‖µvδ‖Xs,b−1 .

The new term that we have to estimate now is ‖µvδ‖Xs,b−1 . We argue by duality; let

c = c(n, τ) be such that: ∑
n

∫
dτ |c(n, τ)|2 ≤ 1.

By using the Fractional Leibniz Rule:

|
∑
n

∫
dτ〈n〉s〈τ + n2〉b−1(µvδ )̃ (n, τ)c(n, τ)| .

.
∑
n

∫
dτ
( ∑
n1+n2=n

∫
τ1+τ2=τ

dτj
|c(n, τ)|
〈τ + n2〉1−b

〈n1〉s|µ̃(n1, τ1)||ṽδ(n2, τ2)|
)

+
∑
n

∫
dτ
( ∑
n1+n2=n

∫
τ1+τ2=τ

dτj
|c(n, τ)|
〈τ + n2〉1−b

|µ̃(n1, τ1)|〈n2〉s|ṽδ(n2, τ2)|
)

=: I1 + I2

Using Parseval’s identity, an L2
t,x, L

4
t,x, L

4
t,x Hölder inequality, and (2.22), arguing as

in the proof of Proposition 2.3.1, it follows that:

I1 . ‖c‖L2
τ l

2
n
‖µ‖

Xs, 38
‖vδ‖X0, 38

. δr0‖v‖X0,b ≤ δr0‖v‖Xs,b ,

for some r0 > 0. Here, we also used the smoothness of µ to deduce that ‖µ‖
Xs, 38
. 1.

An analogous argument gives the same bound for I2. The existence part of the proof

now follows as in the proof of Proposition 2.3.1.

For the uniqueness part, suppose that v,w are two solutions of (2.5) on the time

interval [0, δ] with the same initial data and whose H1 norms are uniformly bounded

on this interval. By using Minkowski’s inequality and unitarity of the Schrödinger
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operator, we deduce that, for all t ∈ [0, δ] :

‖v(t)− w(t)‖L2 ≤
∫ δ

0

(‖(|v|2v − |w|2w)(t′)‖L2 + ‖(λv − λw)(t′)‖L2)dt′

.
∫ δ

0

((‖v‖H1 + ‖w‖H1)2 + ‖λ‖L∞)‖v − w‖L2dt′

.
∫ δ

0

‖v(t′)− w(t′)‖L2dt′.

Uniqueness now follows from Gronwall’s inequality.

Definition of E2(u) for (2.5)

As in the case of the Hartree Equation, we will use higher modified energies. Let:

E1(u) := ‖Du‖2
L2 , E2(u) := E1(u) + λ4(M4;u)

As before, we have to determine the multiplier M4, so that we cancel the quadrilinear

terms in d
dt
E2(u(t)). We note:

d

dt
E1(u(t)) ∼ d

dt

( ∑
n1+n2=0

D̂u(n1)D̂ū(n2)
)

=

=
1

2
iλ4((θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2;u)

+i
∑

n1+n2+n3=0

((θ(n1))2 − (θ(n2))2)û(n1)̂̄u(n2)λ̂(n3) (2.108)

On the other hand, we compute that:

d

dt
λ4(M4;u) = iλ4(M4(−n2

1 + n2
2 − n2

3 + n2
4);u)− iλ6(M6;u)
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−i
∑

n1+n2+n3+n4=0

M4

(
(λu)̂ (n1)̂̄u(n2)û(n3)̂̄u(n4)− û(n1)(λū)̂ (n2)û(n3)̂̄u(n4)

+û(n1)̂̄u(n2)(λu)̂ (n3)̂̄u(n4)− û (n1)̂̄u(n2)û(n3)(λū)̂ (n4)
)

(2.109)

Here:

M6(n1, n2, n3, n4) := M4(n123, n4, n5, n6)−M4(n1, n234, n5, n6)

+M4(n1, n2, n345, n6)−M4(n1, n2, n3, n456). (2.110)

From (2.108) and (2.109), it follows that we have to choose:

M4 := Ψ2. (2.111)

where Ψ2 is defined by:

Ψ2 : Γ4 → R

Ψ2 :=

c
(θ(n1))2−(θ(n2))2+(θ(n3))2−(θ(n4))2

n2
1−n2

2+n2
3−n2

4
, if n2

1 − n2
2 + n2

3 − n2
4 6= 0

0, otherwise.

(2.112)

for an appropriate real constant c.

Hence, for such a choice of M4, we obtain:

d

dt
E2(u) = ci

∑
n1+n2+n3=0

((θ(n1))2 − (θ(n2))2)û(n1)̂̄u(n2)λ̂(n3)

−iλ6(M6;u)−i
∑

n1+n2+n3+n4=0

M4

[
(λu)̂ (n1)̂̄u(n2)û(n3)̂̄u(n4)−û(n1)(λū)̂ (n2)û(n3)̂̄u(n4)
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+û(n1)̂̄u(n2)(λu)̂ (n3)̂̄u(n4)− û (n1)̂̄u(n2)û(n3)(λū)̂ (n4)
]

(2.113)

We dyadically localize the frequencies as |nj| ∼ Nj. As before, we define: N∗1 ≥

N∗2 ≥ N∗3 ≥ N∗4 . The proof of Lemma 2.4.2 gives us that:

M4 = O(
1

(N∗1 )2
θ(N∗1 )θ(N∗2 )N∗3N

∗
4 ). (2.114)

As we saw earlier, (2.114) implies:

E2(u) ∼ E1(u). (2.115)

Estimate on the increment of E2(u) for (2.5) and proof of Theorem 2.1.3.

We want to estimate E2(u(t0 + δ)) − E2(u(t0)) = E2(v(t0 + δ)) − E2(v(t0)). The

bound that we will prove is:

Lemma 2.4.9. For all t0 ∈ R, one has:

|E2(u(t0 + δ))− E2(u(t0))| . 1

N1−E
2(u(t0)).

Arguing as in the proof of Theorem 2.1.2, Theorem 2.1.3 will then follow imme-

diately from Lemma 2.4.9. We now prove Lemma 2.4.9.

Proof. As before, it suffices to consider t0 = 0. We have to consider three possible

types of terms that come from integrating over [0, δ] the right hand side of (2.113).

1) By a slight modification of our work on the Hartree Equation, we have:

|
∫ δ

0

λ6(M6;u)dt| . 1

N2−E
2(Φ) (2.116)

2) In order to estimate the time integral of the quadrilinear term on the right

hand side of (2.113), it suffices to estimate:

|
∫ δ

0

∑
n1+n2+n3+n4=0

M4(n1, n2, n3, n4)(λu)̂ (n1)̂̄u(n2)û(n3)̂̄u(n4)dt|
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Here M4 is the multiplier we defined in (2.111). Let v be as in Proposition 2.4.8, and

let µ(x, t) = f(t)λ(x) be as in the proof of Proposition 2.4.8. Let χ = χ(t) := χ[0,δ](t).

Then, we want to estimate:

∣∣ ∫
R

∑
n1+n2+n3+n4=0

M4(n1, n2, n3, n4)(χµv)̂ (n1)̂̄v(n2)v̂(n3)̂̄v(n4)dt
∣∣

Let N1, N2, N3, N4 be dyadic integers. We define:

IN1,N2,N3,N4 :=∣∣ ∫
R

∑
n1+n2+n3+n4=0

M4(n1, n2, n3, n4)(̂χµv)N1
(n1)̂̄vN2(n2)v̂N3(n3)̂̄vN4(n4)dt

∣∣

∼
∣∣ ∑
n1+n2+n3+n4=0

∫
τ1+τ2+τ3+τ4=0

dτj

{M4(n1, n2, n3, n4)(̃χµv)N1
(n1, τ1)˜̄vN2(n2, τ2)ṽN3(n3, τ3)˜̄vN4(n4, τ4)}

∣∣

≤
∑

n1+n2+n3+n4=0

∫
τ1+τ2+τ3+τ4=0

dτj

{|M4(n1, n2, n3, n4)||(̃χµv)N1
(n1, τ1)||˜̄vN2(n2, τ2)||ṽN3(n3, τ3)||˜̄vN4(n4, τ4)|}

We define the dyadic integers N∗j as before. By using the fact that we are summing

over the set where n1 + n2 + n3 + n4 = 0, and by using the definition of M4, we know

that:

N∗1 & N, N∗1 ∼ N∗2 (2.117)

We will consider the case when:
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N1 = N∗1 , N2 = N∗2 , N3 = N∗3 , N4 = N∗4 .

The other cases are similar. Namely, in the other cases, we use the Fractional Leibniz

Rule differently, as we did in order to bound the term K occurring in (2.102).

From (2.114), it follows that:

IN1,N2,N3,N4 .
∑

n1+n2+n3+n4=0

∫
τ1+τ2+τ3+τ4=0

dτj
1

(N∗1 )2
θ(N∗1 )θ(N∗2 )N∗3N

∗
4

|(̃χµv)N1
(n1, τ1)||˜̄vN2(n2, τ2)||ṽN3(n3, τ3)||˜̄vN4(n4, τ4)|

.
∑

n0+n1+n2+n3+n4=0

∫
τ0+τ1+τ2+τ3+τ4=0

dτj
1

(N∗1 )2
θ(n0 + n1)θ(N∗2 )N∗3N

∗
4

|(̃χµ) (n0, τ0)||ṽ(n1, τ1)||˜̄vN2(n2, τ2)||ṽN3(n3, τ3)||˜̄vN4(n4, τ4)|

.
∑

n0+n1+n2+n3+n4=0

∫
τ0+τ1+τ2+τ3+τ4=0

dτj
1

(N∗1 )2− (θ(n0) + θ(n1))

|(̃χµ) (n0, τ0)||ṽ(n1, τ1)|( 1

(N∗2 )0+
|(̃Dv̄)N2

(n2, τ2)|)( 1

(N∗3 )0+
|∇̃vN3(n3, τ3)|)( 1

(N∗4 )0+
|∇̃v̄N4(n4, τ4)|)

. I1
N1,N2,N3,N4

+ I2
N1,N2,N3,N4

Here:

I1
N1,N2,N3,N4

:=
∑

n0+n1+n2+n3+n4=0

∫
τ0+τ1+τ2+τ3+τ4=0

dτj
1

(N∗1 )2−

|(̃χµ) (n0, τ0)||D̃v(n1, τ1)|( 1

(N∗2 )0+
|(̃Dv̄)N2

(n2, τ2)|)( 1

(N∗3 )0+
|∇̃vN3(n3, τ3)|)( 1

(N∗4 )0+
|∇̃v̄N4(n4, τ4)|)

95



and:

I2
N1,N2,N3,N4

:=
∑

n0+n1+n2+n3+n4=0

∫
τ0+τ1+τ2+τ3+τ4=0

dτj
1

(N∗1 )2−

|(̃χDµ) (n0, τ0)||ṽ(n1, τ1)|( 1

(N∗2 )0+
|(̃Dv̄)N2

(n2, τ2)|)( 1

(N∗3 )0+
|∇̃vN3(n3, τ3)|)( 1

(N∗4 )0+
|∇̃v̄N4(n4, τ4)|)

We estimate I1
N1,N2,N3,N4

. The expression I2
N1,N2,N3,N4

is estimated analogously.

Suppose Fj : j = 0, 1, 2, 3, 4 are such that:

F̃0 = |(̃χµ)|, F̃1 = |D̃v|, F̃2 = |(̃Dv̄)N2
|, F̃3 = |∇̃vN3|, F̃4 = |∇̃vN4|

By Parseval’s identity, and then by Hölder’s inequality, we deduce:

I1
N1,N2,N3,N4

.
1

N2−
1 N0+

2 N0+
3 N0+

4

∫ ∫
F0F1F̄2F3F̄4dxdt

≤ 1

N2−
1 N0+

2 N0+
3 N0+

4

‖F0‖L4
t,x
‖F1‖L4

t,x
‖F2‖L6

t,x
‖F3‖L6

t,x
‖F4‖L6

t,x

By using (2.22), (2.23), and the construction of the functions Fj, this expression is:

.
1

N2−
1 N0+

2 N0+
3 N0+

4

‖F0‖X0, 38
‖F1‖X0, 38

‖F2‖X0+, 12+‖F3‖X0+, 12+‖F4‖X0+, 12+

=
1

N2−
1

‖χµ‖
X0, 38
‖Dv‖

X0, 38
(

1

N0+
2

‖DvN2‖X0+, 12+)(
1

N0+
3

‖∇vN3‖X0+, 12+)(
1

N0+
4

‖∇vN4‖X0+, 12+)

Using Lemma 2.2.1, and Proposition 2.4.8, we deduce that this expression is:

.
1

N2−
1

‖µ‖
X0, 12+‖Dv‖2

X0, 12+
‖∇v‖2

X0, 12+

By the smoothness of µ, this is:
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.
1

N2−
1

‖DΦ‖2
L2 =

1

N2−
1

E1(Φ)

By (2.115), we obtain that the above term is:

.
1

N2−
1

E2(Φ).

An analogous argument shows that I2
N1,N2,N3,N4

is bounded by the same quantity.

Hence:

IN1,N2,N3,N4 .
1

N2−
1

E2(Φ)

We sum in the Nj and use (2.117) to deduce that:

|
∫ δ

0

∑
n1+n2+n3+n4=0

M4

(
(λu)̂ (n1)̂̄u(n2)û(n3)̂̄u(n4)− û(n1)(λū)̂ (n2)û(n3)̂̄u(n4)

+û(n1)̂̄u(n2)(λu)̂ (n3)̂̄u(n4)− (λu)̂ (n1)̂̄u(n2)û(n3)(λū)̂ (n4)
)
dt|

.
1

N2−E
2(Φ). (2.118)

3) We now estimate the time integral of the bilinear term on the right hand side

of (2.113). Namely, we bound:

∣∣ ∫ δ

0

∑
n1+n2+n3=0

(
(θ(n1))2 − (θ(n2))2

)
û(n1)̂̄u(n2)λ̂(n3)dt

∣∣ =

∣∣ ∫
R

∑
n1+n2+n3=0

(
(θ(n1))2 − (θ(n2))2

)
(χv)̂ (n1)̂̄v(n2)µ̂(n3)dt

∣∣ ∼

∼
∣∣ ∑
n1+n2+n3=0

∫
τ1+τ2+τ3=0

dτj
(
(θ(n1))2 − (θ(n2))2

)
(χv)̃ (n1, τ1)˜̄v(n2, τ2)µ̃(n3, τ3)

∣∣
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Given dyadic integers N1, N2, N3, we define:

JN1,N2,N3 :=
∑

n1+n2+n3=0

∫
τ1+τ2+τ3=0

dτj|(θ(n1))2−(θ(n2))2||(̃χv)N1
(n1, τ1)||˜̄vN2(n2, τ2)||µ̃N3(n3, τ3)|

Let’s order the frequencies as before to obtain:

N∗1 ≥ N∗2 ≥ N∗3 .

By construction of θ, and by the fact that we are integrating over n1 + n2 + n3 = 0,

we again have that:

N∗1 & N,N∗1 ∼ N∗2 (2.119)

We now consider two cases, depending on the relationship between N∗1 and N3.

Case 1:N∗1 ∼ N3.

In this case, one has:

(θ(n1))2 − (θ(n2))2 = O((θ(N3))2).

We find G1, G2, G3 such that:

G̃1 = |(̃χv)N1
|, G̃2 = |ṽN2|, G̃3 = |(̃D2µ)N3

|.

So:

JN1,N2,N3 .

∑
n1+n2+n3=0

∫
τ1+τ2+τ3=0

dτj|(̃χv)N1
(n1, τ1)||˜̄vN2(n2, τ2)|(θ(N3))2|µ̃N3(n3, τ3)|
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.
∑

n1+n2+n3=0

∫
τ1+τ2+τ3=0

dτj|(̃χv)N1
(n1, τ1)||˜̄vN2(n2, τ2)||(̃D2µ)N3

(n3, τ3)|

∼
∫ ∫

G1G2G3dxdt ≤ ‖G1‖L4
t,x
‖G2‖L4

t,x
‖G3‖L2

t,x

. ‖G1‖X0, 38
‖G2‖X0, 38

‖G3‖X0,0 = ‖(χv)N1‖X0, 38
‖vN2‖X0, 38

‖(D2µ)N3‖X0,0

. ‖v‖2

X0, 12+

1

NM
3

‖D2µ‖XM,0 .
1

(N∗1 )M
‖Dv‖2

X0, 12+
.

The previous bound holds for all M > 0, by the smoothness properties of µ. From

(2.115), we have that the contribution from Case 1 is, in particular:

.
1

N∗1
E2(Φ). (2.120)

Case 2:N∗1 � N3.

Subcase 1:N3 ≤ (N∗1 )ε (ε > 0 is small).

We recall from (2.85) that:

|(θ(x))2 − (θ(y))2| ≤ 1

N2s
||x|2s − |y|2s|.

Now, in this subcase:

|n1| ∼ |n2| ∼ N∗1 , ||n1| − |n2|| = O((N∗1 )ε).

So, by the Mean Value Theorem:

||n1|2s − |n2|2s| . (N∗1 )2s−1(N∗1 )ε.

Consequently:
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|(θ(n1))2 − (θ(n2))2| . 1

(N∗1 )1−ε θ(N1)θ(N2).

With notation as in Case 1, we obtain that:

JN1,N2,N3 .

∑
n1+n2+n3=0

∫
τ1+τ2+τ3=0

dτj
1

(N∗1 )1−ε |(̃χDv)N1
(n1, τ1)||D̃v̄N2(n2, τ2)||µ̃N3(n3, τ3)|

We now argue, using an L4
t,x, L

4
t,x, L

2
t,x Hölder inequality as in Case 1, to deduce:

JN1,N2,N3 .
1

(N∗1 )1−ε‖Dv‖
2

X0, 12+
‖µ‖X0,0 .

1

(N∗1 )1−εE
2(Φ) (2.121)

Subcase 2:N3 > (N∗1 )ε(for the same ε > 0 as before).

In this subcase, we estimate |(θ(n1))2 − (θ(n2))2| . θ(N1)θ(N2), and hence:

JN1,N2,N3 .

∑
n1+n2+n3=0

∫
τ1+τ2+τ3=0

dτj|(̃χDv)N1
(n1, τ1)||D̃v̄N2(n2, τ2)||µ̃N3(n3, τ3)|

We now argue similarly as in Case 1 to deduce that for all M > 0:

JN1,N2,N3 .
1

(N∗1 )εM
‖Dv‖2

X0, 12+
.

Hence, if we choose M sufficiently large so that εM ≥ 1, we obtain:

JN1,N2,N3 .
1

N∗1
E2(Φ). (2.122)

Combining (2.120), (2.121), (2.122), and summing in the Nj, we obtain that:
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|
∫ δ

0

∑
n1+n2+n3=0

((θ(n1))2 − (θ(n2))2)û(n1)̂̄u(n2)λ̂(n3)dt| . 1

N1−E
2(Φ). (2.123)

Lemma 2.4.9 now follows from (2.116), (2.118), and (2.123).

Further remarks

Remark 2.4.10. If λ is a constant function, then u = e−iλtv, where v is a solution

to the cubic NLS. Since ‖v(t)‖Hs is then uniformly bounded in time, the same holds

for ‖u(t)‖Hs. If λ depends on x, one can’t argue in this way.

Remark 2.4.11. Heuristically, the reason why we get a weaker bound for (2.5) than

we did for (2.4) is the fact that we have bilinear terms which occur in d
dt
E2(u). Hence,

the derivatives have to be distributed among fewer factors of u and ū than there were

before.

2.4.3 Modification 3: Defocusing Cubic NLS with an inho-

mogeneous nonlinearity

We now consider the equation (2.6). The equation (2.6) has conserved mass. By

integration by parts, one can check that energy:

E(u(t)) :=
1

2

∫
|∇u(x, t)|2dx+

1

4

∫
λ(x)|u(x, t)|4dx

is conserved in time. Both quantities are continuous on H1. Since λ ≥ 0, conservation

of mass and energy gives us uniform bounds on ‖u(t)‖H1 .

Local-in-time estimates for (2.6)

Let u be a global solution to (2.6). Let us observe the following fact:
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Proposition 2.4.12. Given t0 ∈ R, there exists a globally defined function v : S1 ×

R→ C satisfying the properties:

v|[t0,t0+δ] = u|[t0,t0+δ]. (2.124)

‖v‖
X1, 12+ ≤ C(s, E(Φ),M(Φ)) (2.125)

‖Dv‖
X0, 12+ ≤ C(s, E(Φ),M(Φ))‖Du(t0)‖L2 . (2.126)

Moreover, δ and C can be chosen to depend continuously on the energy and mass.

The proof of Proposition 2.4.12 is analogous to the proof of Proposition 2.3.1, so

we omit the details.

Estimate on the increment of E1(u) for (2.6) and proof of Theorem 2.1.4

The presence of the inhomogeneity λ in the nonlinearity makes it impossible to use

E2, as in the case of the previous two equations. The difficulty lies in the fact that the

numerators we obtain in the correction terms no longer factorize, so we can’t obtain

bounds such as (2.80). This is analogous to the situation that occurs for the quintic

and higher order NLS. For details, see Remark 2.4.7. Hence, we have to work with

E1. Theorem 2.1.4 will follow if we prove that:

Lemma 2.4.13. For all t0 ∈ R, one has:

|E1(u(t0 + δ))− E1(t0)| . 1

N
1
2
−
E1(Φ)

Proof. As before, it suffices to consider the case t0 = 0. Arguing as in previous

sections, we obtain:

d

dt
E1(u) = ci

∑
n0+n1+···+n4=0

(
(θ(n1))2−(θ(n2))2+(θ(n3))2−(θ(n4))2

)
λ̂(n0)û(n1)̂̄u(n2)û(n3)̂̄u(n4)
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Let N0, N1, . . . , N4 be dyadic integers. We define µ(x, t) := f(t)λ(x) as in the proof

of Proposition 2.4.8. The expression we want to estimate is:

IN0,N1,N2,N3,N4 :=
∣∣ ∫ δ

0

∑
n0+n1+···+n4=0

(
(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2

)

µ̂N0(n0)v̂N1(n1)̂̄vN2(n2)v̂N3(n3)̂̄vN4(n4)dt
∣∣

If χ = χ(t) = χ[0,δ](t), then IN0,N1,N2,N3,N4 is:

.
∣∣ ∑
n0+n1+···+n4=0

∫
τ0+τ1+···τ4=0

dτj
(
(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2

)

µ̃N0(n0, τ0)(̃χv)N1
(n1, τ1)˜̄vN2(n2, τ2)ṽN3(n3, τ3)˜̄vN4(n4, τ4)

∣∣
We define N∗j for j = 1, . . . 5 to be the ordering of {N0, N1, N2, N3, N4}. With this

notation, we have the following bounds:

N∗1 & N,N∗1 ∼ N∗2 (2.127)

We consider two cases:

Case 1:N0 & (N∗1 )ε (Here ε > 0 is small.)

We use the fact that the multiplier is O((θ(N∗1 ))2), and an L∞t,x, L
4
t,x, L

4
t,x, L

4
t,x, L

4
t,x

Hölder’s inequality to deduce that:

IN0,N1,N2,N3,N4 . (θ(N∗1 ))2‖µN0‖X 1
2+, 12+‖vN1‖X0, 12+‖vN2‖X0, 12+‖vN3‖X0, 12+‖vN4‖X0, 12+ .

Considering separately the cases when N0 ∼ N∗1 and when N0 � N∗1 , this expression

is:

. ‖DµN0‖X 1
2+, 12+‖Dv‖X0, 12+‖v‖3

X0, 12+
+ ‖µN0‖X 1

2+, 12+‖Dv‖2

X0, 12+
‖v‖2

X0, 12+
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. (‖DµN0‖X 1
2+, 12+ + ‖µN0‖X 1

2+, 12+)‖Dv‖2

X0, 12+
‖v‖2

X0, 12+

For M > 0, this quantity is:

.
1

(N0)M
(‖DµN0‖XM+1

2+, 12+ + ‖µN0‖XM+1
2+, 12+)‖Dv‖2

X0, 12+
‖v‖2

X0, 12+

.
1

(N∗1 )εM
‖DΦ‖2

L2 =
1

(N∗1 )εM
E1(Φ).

In particular, if we choose M sufficiently large so that εM ≥ 1
2
, we get:

IN0,N1,N2,N3,N4 .
1

(N∗1 )
1
2

E1(Φ). (2.128)

Case 2:N0 � (N∗1 )ε (for the same ε as before)

If we take ε < 1
2
, we note that the same arguments we used to prove Theorem

2.1.1 allow us to deduce that in Case 2:

IN0,N1,N2,N3,N4 .
1

(N∗1 )
1
2

E1(Φ). (2.129)

More precisely, we recall the proof of Lemma 2.3.4. The only place in which one can’t

immediately adapt the proof of Lemma 2.3.4 to (2.6) is in Case 1 of Big Case 1. If

one has the additional assumption that N0 � (N∗1 )
1
2 , the proof then follows as before.

Using (2.128), (2.129), and summing in the Nj, the Lemma follows.

Further remarks

Remark 2.4.14. If λ is constant, we can obtain (2.6) by rescaling the cubic NLS, so

Theorem 2.1.4 can be improved in this case.
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2.4.4 Comments on (2.4), (2.5), and (2.6)

The reason why we considered the three equations in this section was because they

were obtained from the cubic NLS by breaking the complete integrability. Different

ways of breaking the complete integrability of the cubic NLS manifested themselves

in the bounds we obtained, and the methods we could use to obtain them. As we

saw, the least drastic change happened when we added the convolution potential in

the case of the Hartree Equation, whereas the most drastic change happened when

we multiplied the nonlinearity with the inhomogeneity in (2.6).

2.5 Appendix A: Proof of Lemma 2.2.1

Proof. We argue by duality. Let us consider v s.t.‖v‖X−s,−b ≤ 1. We want to prove

that:

|
∫ d

c

∫
S1

u(x, t)v(x, t)dxdt| . ‖u‖Xs,b+‖v‖X−s,−b . (2.130)

We observe:

χ[c,d](t) =
sign(t− c)− sign(t− d)

2
.

By symmetry, we just need to get the bound:

|
∫
R

∫
S1

sign(t− c)u(x, t)v(x, t)dxdt| . ‖u‖Xs,b+‖v‖X−s,−b . (2.131)

Let us first prove, the claim when c = 0, i.e.

|
∫
R

∫
S1

sign(t)u(x, t)v(x, t)dxdt| . ‖u‖Xs,b+‖v‖X−s,−b . (2.132)

The key to prove (2.132) is to use the Hilbert transform in the time variable.

We recall that the Hilbert transform on the real line is defined by:

Hf := cf ∗ (p.v.
1

x
). (2.133)
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The constant c is chosen so that H is an isometry on L2. It can be shown [45], that

one then has the identity:

Ĥf(ξ) ∼ −isign(ξ)f̂(ξ). (2.134)

From Parseval’s identity and from (2.133),(2.134), we obtain:

∫
R

∫
S1

sign(t)u(x, t)v(x, t)dxdt ∼
∫
R

∑
n

ũ(n, τ)(p.v.

∫
R
ṽ(n, τ ′)

1

τ − τ ′
dτ ′)dτ =: J.

Let us consider three cases:

Case 1: 〈τ + n2〉 ∼ 〈τ ′ + n2〉.

Case 2: 〈τ + n2〉 � 〈τ ′ + n2〉.

Case 3: 〈τ + n2〉 � 〈τ ′ + n2〉.

Let J1, J2, J3 denote the contributions to J coming from the three cases respec-

tively. We estimate these contributions separately.

Case 1: In this case, we perform a dyadic decomposition. Let ũk,ṽk respectively

denote the localizations of ũ, ṽ to 〈τ + n2〉 ∼ 〈τ ′ + n2〉 ∼ 2k. Then, since in this case

|j − k| = O(1), we get:

|J1| = |
∑

|j−k|=O(1)

∫
R

∑
n

ũj(n, τ)(p.v.

∫
R
ṽk(n, τ ′)

1

τ − τ ′
dτ ′)dτ | ∼

∼ |
∑

|j−k|=O(1)

∫
R

∑
n

ũj(n, τ)Hτ ṽk(n, τ)dτ |

≤
∑

|j−k|=O(1)

|
∫
R

∑
n

〈n〉sũj(n, τ)〈n〉−sHτ ṽk(n, τ)dτ |.

Here, we denoted by Hτ (·) the Hilbert transform in the τ variable. We then use the

Cauchy-Schwarz inequality in (n, τ) to see that the previous expression is:
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≤
∑

|j−k|=O(1)

‖〈n〉sũj‖l2nL2
τ
‖〈n〉−sHτ ṽk‖l2nL2

τ
.

We then recall that the Hilbert transform is bounded on L2 by (2.134) to deduce that:

|J1| .
∑

|j−k|=O(1)

‖〈n〉sũj‖l2nL2
τ
‖〈n〉−sṽk‖l2nL2

τ

Since |j − k| = O(1), and by definition of uj, vk, this is:

.
∑

|j−k|=O(1)

‖〈n〉s〈τ + n2〉bũj‖l2nL2
τ
‖〈n〉−s〈τ + n2〉−bṽk‖l2nL2

τ

We use the Cauchy-Schwarz inequality in the sum of j, k to bound this by:

. ‖u‖Xs,b‖v‖X−s,−b ≤ ‖u‖Xs,b+‖v‖X−s,−b .

Case 2: Since in this case 〈τ + n2〉 � 〈τ ′ + n2〉, we have that:

|τ − τ ′| ∼ 〈τ + n2〉 � 〈τ ′ + n2〉.

It follows that for all θ ∈ [0, 1], one has:

1

|τ − τ ′|
.

1

〈τ + n2〉θ〈τ ′ + n2〉1−θ
.

We deduce that:

|J2| .
∫
R

∫
R

∑
n

|ũ(n, τ)||ṽ(n, τ ′)| 1

〈τ + n2〉θ〈τ ′ + n2〉1−θ
dτdτ ′ =

=
∑
n

(

∫
R
|ũ(n, τ)|〈τ+n2〉

1
2

+δ−θ〈τ+n2〉−
1
2
−δ〈n〉sdτ)(

∫
R
|ṽ(n, τ ′)|〈τ ′+n2〉

1
2

+δ−(1−θ)〈τ ′+n2〉−
1
2
−δ〈n〉−sdτ ′).

Here, δ > 0 was arbitrary. Now, we first use the Cauchy-Schwarz inequality in τ, τ ′,
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together with the fact that:

‖〈τ + n2〉−
1
2
−δ‖l∞n L2

τ
. 1

and

‖〈τ ′ + n2〉−
1
2
−δ‖l∞n L2

τ ′
. 1

followed by the Cauchy-Schwarz inequality in n to deduce that:

|J2| . ‖u‖Xs, 12+δ−θ‖v‖X−s, 12+δ−(1−θ) .

Let us take δ > 0 sufficiently small so that b + δ < 1
2
. We then take: θ := 1

2
− b− δ,

which is positive, and b+ := b+ 2δ. With such a choice, we get that:

|J2| . ‖u‖Xs,b+‖v‖X−s,−b .

Case 3:

In this case, we again have: |τ − τ ′| & 〈τ + n2〉, 〈τ ′ + n2〉, and we argue to get the

same bound as in the previous case.

The bound (2.132) now follows.

Let us now observe that the bound (2.132) implies (2.131).

Let Ma denote the modulation operator

Maf(x) = eiaxf(x).

Then, one obtains that:

(MaHM−af)̂(ξ) ∼ −isign(ξ − a)f̂(ξ).

Let Φ−1(·) denote the inverse spacetime Fourier transform. Then, by Parseval’s Iden-

tity, we obtain:
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∫
R

∫
S1

sign(t− c)u(x, t)v(x, t)dxdt ∼

∼
∫
R

∑
n

(Φ−1u)(n, τ)McHM−c(Φ−1v)(n, τ)dτ ∼

∼
∫
R

∑
n

(Φ−1u)(n, τ)e−icτp.v.(

∫
R

eicτ
′
(Φ−1v)(n, τ ′)

τ − τ ′
dτ ′)dτ ∼

∼
∫
R

∑
n

ũ(n, τ)eicτp.v.(

∫
R

e−icτ
′
ṽ(n, τ ′)

τ − τ ′
dτ ′)dτ.

In the last step, we use the Fourier inversion formula which gives us that:

Φ−1w(n, τ) ∼ w̃(−n,−τ).

Multiplication by the unimodular factors eicτ , eicτ
′

doesn’t change the rest of the

argument used to derive (2.132). Hence, the proof of (2.131) follows as before.

Remark 2.5.1. We deduce from the proof that none of the implied constants depend

on c and d.

2.6 Appendix B: Proofs of Propositions 2.3.1, 2.3.2,

and 2.3.3

In order to prove Proposition 2.3.1, we recall several facts. One of the key ingredients

of the proof is the following set of localization estimates in Xs,b spaces. We start

with f ∈ C∞0 (R), δ > 0 arbitrary, and we assume that b > 1
2
. Let S(t) denote the

linear Schrödinger propagator. Then, there exists a constant C > 0 depending only

on f, s, b such that:

‖f(
t

δ
)S(t)Φ‖Xs,b ≤ Cδ

1−2b
2 ‖Φ‖Hs . (2.135)
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‖f(
t

δ
)h‖Xs,b ≤ Cδ

1−2b
2 ‖h‖Xs,b . (2.136)

‖f(
t

δ
)

∫ t

0

S(t− t′)w(t′)dt′‖Xs,b ≤ Cδ
1−2b

2 ‖w‖Xs,b−1 . (2.137)

The analogous fact is proved for the Xs,b spaces corresponding to the Korteweg-

de Vries equation in [71] in the non-periodic case. However, all the bounds for the

periodic Schrödinger equation follow in the same way, because we are estimating the

integral in the variable dual to time. These bounds for general dispersive equations

can be found in [106]. We also note that in (2.137), we can translate time so that our

initial time is arbitrary t0 and not necessarily 0.

If, on the other hand b′ < 1
2
,one has:

‖f(
t

δ
)w‖Xs,b′ .f ‖w‖Xs,b′ . (2.138)

We observe that the implied constant is independent of δ > 0.

For the proof of the inequality (2.138), one should consult Lemma 1.2. in [58].

We note that the proof from the paper holds if b = b′ in the given notation. One can

also refer to Lemma 2.11 in [106]

Proof. (of Proposition 2.3.1)

Let us WLOG assume that t0 = 0 for simplicity of notation. Later, we will see

that the δ we obtain is indeed independent of time. Throughout the proof, we take

δ > 0 small which we will determine later. Let b = 1
2
+ = 1

2
+ ε for ε sufficiently small

which we also determine later.

Let us start by taking χ, φ, ψ ∈ C∞0 (R), with 0 ≤ χ, φ, ψ ≤ 1, such that:

χ = 1 on [−1, 1] , χ = 0 outside [−2, 2]. (2.139)

φ = 1 on [−2, 2] , φ = 0 on [−4, 4]. (2.140)

ψ = 1 on [−4, 4] , ψ = 0 on [−8, 8]. (2.141)
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We let:

χδ := χ(
·
δ

), φδ := φ(
·
δ

), ψδ := ψ(
·
δ

). (2.142)

Then:

χδ = 1 on [−δ, δ] , χδ = 0 outside [−2δ, 2δ]. (2.143)

φδ = 1 on [−2δ, 2δ] , φδ = 0 outside [−4δ, 4δ]. (2.144)

ψδ = 1 on [−4δ, 4δ] , ψδ = 0 outside [−8δ, 8δ]. (2.145)

For v : S1 × R 7→ C, we define:

Lv := χδ(t)S(t)Φ− iχδ(t)
∫ t

0

S(t− t′)|v|4v(t′)dt′.

By (2.143) and (2.144), and denoting φδv by vδ,we obtain:

Lv = χδ(t)S(t)Φ− iχδ(t)
∫ t

0

S(t− t′)|vδ|4vδ(t′)dt.′

Using (2.135) and (2.137), we obtain:

‖Lv‖Xs,b ≤ cδ
1−2b

2 ‖Φ‖Hs + cδ
1−2b

2 ‖|vδ|4vδ‖Xs,b−1 . (2.146)

We estimate the quantity ‖|vδ|4vδ‖Xs,b−1 by duality. Let us take:

c : Z× R→ C, such that
∑
n

∫
dτ |c(n, τ)|2 = 1.

Let us consider the quantity:

∑
n

∫
dτ(1 + |n|)s (1 + |τ + n2|)b−1 ˜(|vδ|4vδ)(n, τ) c(n, τ) =: I (2.147)

Since we know:

˜(|vδ|4vδ)(n, τ) =
∑

n1−n2+n3−n4+n5=n

∫
τ1−τ2+τ3−τ4+τ5=τ

dτj ṽδ(n1, τ1)ṽδ(n2, τ2)ṽδ(n3, τ3)ṽδ(n4, τ4)ṽδ(n5, τ5).
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it follows that:

|I| ≤
∑
n

∑
n1−n2+n3−n4+n5=n

∫
τ1−τ2+τ3−τ4+τ5=τ

dτj{(1 + |n|)s(1 + |τ + n2|)b−1|c(n, τ)|

|ṽδ(n1, τ1)||ṽδ(n2, τ2)||ṽδ(n3, τ3)||ṽδ(n4, τ4)||ṽδ(n5, τ5)|}.

Since n = n1 − n2 + n3 − n4 + n5, it follows that:

|n|s . max{|n1|s, |n2|s, |n3|s, |n4|s, |n5|s}.

By symmetry, it suffices to bound the expression:

I1 :=
∑
n

∑
n1−n2+n3−n4+n5=n

∫
τ1−τ2+τ3−τ4+τ5=τ

dτjdτ{
|c(n, τ)|

(1 + |τ + n2|)1−b

(1 + |n1|)s|ṽδ(n1, τ1)||ṽδ(n2, τ2)||ṽδ(n3, τ3)||ṽδ(n4, τ4)||ṽδ(n5, τ5)|} =

=
∑
n

∑
n1+n2+n3+n4+n5=n

∫
τ1+τ2+τ3+τ4+τ5=τ

dτjdτ{
|c(n, τ)|

(1 + |τ + n2|)1−b

(1 + |n1|)s|ṽδ(n1, τ1)||ṽδ(−n2,−τ2)||ṽδ(n3, τ3)||ṽδ(−n4,−τ4)||ṽδ(n5, τ5)|}.

Let us now define the following functions:

F (x, t) :=
∑
n

∫
dτ{ |c(n, τ)|

(1 + |τ + n2|)1−b e
inx+itτ}. (2.148)

G(x, t) :=
∑
n

∫
dτ{(1 + |n|)s|ṽδ(n, τ)|einx+itτ}. (2.149)

H(x, t) :=
∑
n

∫
dτ{|ṽδ(n, τ)|einx+itτ}. (2.150)

Consequently, by using Parseval’s identity, one obtains:

I1 .
∫ ∫

FḠHH̄HH̄dxdt = |
∫ ∫

FḠHH̄HH̄dxdt|,
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which by Hölder’s inequality is:

≤ ‖F‖L4
t,x
‖G‖L4

t,x
‖H‖2

L4
t,x
‖H‖2

L∞t,x
. (2.151)

Recalling (2.22), and using the fact that b = 1
2
+, we have 7:

‖F‖L4
t,x
. ‖F‖

X0, 38
≤ ‖F‖X0,1−b = ‖c‖l2kL2

τ
= 1. (2.152)

‖G‖L4
t,x
. ‖G‖

X0, 38
= ‖(1 + |n|)s|v̂δ(n, τ)|(1 + |τ + n2|)

3
8‖l2nL2

τ
=

= ‖vδ‖Xs, 38
. ‖v‖

Xs, 38
≤ ‖v‖Xs,b . (2.153)

The implied constant in the above inequality is independent of δ by (2.138). Also:

‖H‖L4
t,x
. ‖vδ‖X0, 38

We interpolate between X0,0 and X0,b for an appropriate θ ∈ (0, 1) to deduce that

this is:

. ‖vδ‖θX0,0‖vδ‖1−θ
X0,b .

We estimate ‖vδ‖X0,0 by:

‖vδ‖X0,0 = ‖vδ‖L2
x,t

which by the support properties of ψδ is:

= ‖vδψδ‖L2
x,t
≤ ‖ψδ‖L4

t
‖vδ‖L4

tL
2
x

. δ
1
4‖vδ‖X0, 14+ . δ

1
4‖vδ‖X0,b .

Here, we have used (2.21).

Hence:

‖H‖L4
t,x
. (δ

1
4‖vδ‖X0,b)θ(‖vδ‖X0,b)1−θ =

7In the following calculation, and later on, we crucially use the fact that one doesn’t change the
Xs,b norm of a function when one takes absolute values in its Spacetime Fourier Transform.
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= δ
θ
4‖vδ‖X0,b . δ

θ
4

+ 1−2b
2 ‖v‖X0,b . (2.154)

In the last step, we used (2.136).

Furthermore, by Sobolev embedding:

‖H‖L∞t,x . ‖H‖X 1
2+, 12+ = ‖vδ‖X 1

2+, 12+ ≤ ‖vδ‖X1,b . δ
1−2b

2 ‖v‖X1,b . (2.155)

We calculate θ :

We know:
3

8
= 0 · θ + b · (1− θ)

So:

θ =
b− 3

8

b
=

1 + 8ε

4 + 8ε
. (2.156)

Combining (2.151)− (2.155), it follows that:

‖|vδ|4vδ‖Xs,b−1 . ‖v‖Xs,b(δ
θ
4

+ 1−2b
2 ‖v‖X0,b)2(δ

1−2b
2 ‖v‖X1,b)2 ≤

≤ δ θ0+2(1−2b)(‖v‖X1,b)4‖v‖Xs,b . (2.157)

Here:

θ0 :=
θ

2
=

1 + 8ε

8 + 16ε
. (2.158)

Hence, from (2.146) and (2.157),we obtain:

‖Lv‖Xs,b ≤ cδ
1−2b

2 ‖Φ‖Hs + c1δ
θ0+ 5

2
(1−2b)(‖v‖X1,b)4‖v‖Xs,b . (2.159)

Here c, c1 > 0 depend on s.

If we take c, c1 possibly even smaller, and if we repeat the previous argument in

the special case s = 1, it follows that:

‖Lv‖X1,b ≤ cδ
1−2b

2 ‖Φ‖H1 + c1δ
θ0+ 5

2
(1−2b)(‖v‖X1,b)5. (2.160)
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Now, we estimate ‖Lv − Lw‖X1,b . In order to do this, we note that:

|v|4v − |w|4w = Sum of quintic terms, each of which contains at least one factor

of v−w or v − w. By the above proof, since the estimates (2.159) depended only on

bounds on spacetime norms in x, t, we can put complex conjugates in the appropriate

factors (so if v − w comes with a conjugate, it doesn’t matter). Furthermore, by

the triangle inequality, we know: ‖v − w‖X1,b ≤ ‖v‖X1,b + ‖w‖X1,b . Thus, arguing as

before, we can obtain, for some c2 > 0 :

‖Lv − Lw‖X1,b ≤ c2δ
θ0+ 5

2
(1−2b)(‖v‖X1,b + ‖w‖X1,b)4‖v − w‖X1,b . (2.161)

Let

Γ := {v : ‖v‖Xs,b ≤ 2cδ
1−2b

2 ‖Φ‖Hs , ‖v‖X1,b ≤ 2cδ
1−2b

2 ‖Φ‖H1}. (2.162)

Let us give Γ the metric d(v, w) := ‖v −w‖X1,b . Then, by Proposition 2.3.2, (Γ, d) is

a Banach space.

From (2.159), we have for all v ∈ Γ

‖Lv‖Xs,b ≤ cδ
1−2b

2 ‖Φ‖Hs + c1δ
θ0+ 5

2
(1−2b)(2cδ

1−2b
2 ‖Φ‖H1)4 2cδ

1−2b
2 ‖Φ‖Hs =

= cδ
1−2b

2 ‖Φ‖Hs(1 + 32c1c
4δ θ0+ 9

2
(1−2b)‖Φ‖4

H1). (2.163)

Analogously, from (2.160) :

‖Lv‖X1,b ≤ cδ
1−2b

2 ‖Φ‖H1(1 + 32c1c
4δ θ0+ 9

2
(1−2b)‖Φ‖4

H1). (2.164)

Finally, if v, w ∈ Γ, (2.161) implies that:
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‖Lv − Lw‖X1,b ≤ c2δ
θ0+ 5

2
(1−2b)(4cδ

1−2b
2 ‖Φ‖H1)4‖v − w‖X1,b

≤ 256c2c
4δ θ0+ 9

2
(1−2b)‖Φ‖4

H1‖v − w‖X1,b . (2.165)

We recall that θ0 = 1+8ε
8+16ε

, b = 1
2

+ ε. We observe that for ε > 0 sufficiently small,

one has

1 + 8ε

8 + 16ε
− 9ε > 0 (2.166)

From now, let us fix ε to satisfy the condition (2.166). In other words, we have:

θ0 +
9

2
(1− 2b) > 0. (2.167)

Hence, we can choose δ > 0 sufficiently small such that:

32c1c
4δ θ0+ 9

2
(1−2b)‖Φ‖4

H1 ≤ 1. (2.168)

256c2c
4δ θ0+ 9

2
(1−2b)‖Φ‖4

H1 ≤
1

2
. (2.169)

From (2.168), (2.169), the preceding bounds and the fact that (Γ, d) is a Banach

Space, it follows that L has a fixed point v ∈ Γ.

By construction of L, for this v, we know:

• v(t0) = Φ.

• ivt+∆v = |v|4v for t ∈ [t0−δ, t0 +δ], and hence by uniqueness (which is proved

by an application of Gronwall’s inequality), it follows that:

v = u for t ∈ [t0 − δ, t0 + δ].

• ‖v‖Xs,b ≤ 2cδ
1−2b

2 ‖Φ‖Hs = 2cδ
1−2b

2 ‖u0‖Hs .
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It just remains to address the issue of choosing δ uniformly in t0. However, from

(2.168), (2.169), it follows that we just want δ to satisfy:

δθ0+ 9
2

(1−2b)‖Φ‖4
H1 . 1. (2.170)

By the fact that:

‖Φ‖H1 .Mass(u),Energy(u) 1

it follows that we can choose

δ ∼Mass(u),Energy(u) 1

which is uniform in time, so the previous procedure can be iterated with fixed incre-

ment δ.

This proves (2.29) and (2.30). We now have to prove (2.31).

Let us recall that the function v that we have constructed satisfies:

‖v‖X1,b ≤ cδ
1−2b

2 ‖Φ‖H1 . (2.171)

‖v‖Xs,b <∞. (2.172)

and

Lv = χδ(t)S(t)Φ− iχδ(t)
∫ t

0

S(t− t′)|vδ|4vδ(t′)dt′.

We take D’s in the previous equation, and since D acts only on the spatial variables

(as a Fourier multiplier), we obtain:

Dv = χδ(t)S(t)DΦ− iχδ(t)
∫ t

0

S(t− t′)D(|vδ|4vδ(t′))dt′.

We know that:
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∀m,n ∈ Z, θ(m+ n) .s θ(m) + θ(n).

From this “Fractional Leibniz Rule”, we deduce that for n = n1 − n2 + n3 − n4 + n5,

one has:

θ(n) .s max{θ(n1), θ(n2), θ(n3), θ(n4), θ(n5)}.

So, arguing analogously as earlier (c.f. (2.146)), we obtain:

‖Dv‖X0,b ≤ c1δ
1−2b

2 ‖DΦ‖L2 + c2δ
1−2b

2 ‖D(|vδ|4vδ)‖X0,b−1 ≤

≤ c1δ
1−2b

2 ‖DΦ‖L2 + c3δ
θ0+

5(1−2b)
2 ‖v‖4

X1,b‖Dv‖X0,b .

By using (2.171), we get:

‖Dv‖X0,b ≤ c1δ
1−2b

2 ‖DΦ‖L2 + c4δ
θ0+

9(1−2b)
2 ‖Φ‖4

H1‖Dv‖X0,b .

By using (2.167), we can choose δ > 0 (possibly smaller than the one chosen

before), such that:

c4δ
θ0+ 9

2
(1−2b)‖Φ‖4

H1 ≤
1

2
. (2.173)

Observe that then δ = δ(s, Energy,Mass). Also, we note that choosing δ to be even

smaller than the one chosen in the proof of (2.29),(2.30), yet still depending only on

(s, Energy,Mass) doesn’t create problems with the estimates on ‖v‖X1,b , ‖v‖Xs,b we

had earlier.

Note that:

‖Dv‖X0,b ≤ ‖v‖Xs,b <∞.

where in the last inequality, we were using (2.172).

Hence:
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‖Dv‖X0,b ≤ c1δ
1−2b

2 ‖DΦ‖L2 +
1

2
‖Dv‖X0,b .

implies:

‖Dv‖X0,b ≤ 2c1‖DΦ‖L2 .

In other words, we obtain:

‖Dv‖
X0, 12+ . ‖DΦ‖L2 .

with the explicit constant depending only on (s, Energy,Mass).

We may now conclude that (2.31) holds.

It remains to see the continuity of δ, C in the energy and mass. We recall from

the construction of δ (c.f. (2.170),(2.173)) that we want, for some γ > 0:

δ . ‖Φ‖−γH1 .

Since ‖Φ‖2
H1 .M(Φ) + E(Φ), we take:

δ ∼ (M(Φ) + E(Φ))−
γ
2 (2.174)

Such a δ depends continuously on the energy and mass. We notice that the C is

obtained as a continuous function of δ, and the bounds on the H1 norm of a solution,

so it also depends continuously on energy and mass.

This proves Proposition 2.3.1 in the case k = 2.

If we are considering the general case k ≥ 2, we have to modify the previous proof

to consider the map:

Lv := χδ(t)S(t)Φ− iχδ(t)
∫ t

0

S(t− t′)|v|2kv(t′)dt′.

Arguing as in (2.146), we deduce:
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‖Lv‖Xs,b ≤ cδ
1−2b

2 ‖Φ‖Hs + cδ
1−2b

2 ‖|vδ|2kvδ‖Xs,b−1 .

One then estimates the quantity ‖|vδ|2kvδ‖Xs,b−1 by duality.

The extra k − 2 terms that are obtained here are estimated in ‖ · ‖L∞t,x after an

application of Hölder’s inequality and we again use the fact that: X
1
2

+, 1
2

+ ↪→ L∞t,x.

The proof then follows similarly as in the case k = 2. We omit the details.

We now present the proof of Proposition 2.3.2, by which we can iterate our con-

struction without changing the size of the increment:

Proof. (of Proposition 2.3.2)

The proof of this remarkable fact uses the special structure of the Xs,b spaces.

The main ingredient is the following fact, taken from [28]:

Theorem 1.2.5. “Consider two Banach spaces X ↪→ Y and 1 < p, q ≤ ∞ and

an open interval I ⊆ R (which can equal R). Let (fn)n≥0 be a bounded sequence in

Lq(I, Y ), and let f : I → Y be such that: fn(t) ⇀ f(t) in Y as n → ∞ for a.e.

t ∈ I. If (fn)n≥0 is bounded in Lp(I,X) and if X is reflexive, then f ∈ Lp(I,X) and

‖f‖Lp(I,X) ≤ lim inf ‖fn‖Lp(I,X).
′′

We now work on the Fourier transform side. For σ ≥ 0, we define:

hσn := {(bn)n∈Z : (
∑
n

(1 + |n|)2σ|bn|2)
1
2 <∞}

‖b‖hnσ := (
∑
n

(1 + |n|)2σ|bn|2)
1
2 .

In this way, we get a Hilbert space, which is in particular a reflexive Banach space.

The set B := {v : ‖v‖Xs,b ≤ R} is identified with the set:
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E := {ṽ : Z× R→ C :
∑
n

∫
dτ(1 + |τ + n2|)2b(1 + |n|)2s|ṽ(n, τ)|2 ≤ R2}.,

with the metric given by:

d(ṽ, w̃) := (
∑
n

∫
dτ(1 + |τ + n2|)2b(1 + |n|)2s|ṽ(n, τ)− w̃(n, τ)|2)

1
2 .

We will now apply Theorem 1.2.5 from [28] with:

X = hsn, Y = h1
n, p = q = 2, I = R.

Let us now start with (ur)r≥0 a sequence in B such that: ur → u as r → ∞ in

X1,b and we want to argue that u ∈ B.

Let us take:

fr(n, τ) := (1 + |τ + n2|)bũr(n, τ).

Then:

‖fr‖L2
τh
s
n
≤ R.

The claim we want to prove is:

‖f‖L2
τh
s
n
≤ R where f(n, τ) := (1 + |τ + n2|)bṽ(n, τ).

We know that:

‖ur − u‖X1,b → 0.

Thus:
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‖‖fr(τ)− f(τ)‖h1n‖L2
τ
→ 0.

Hence:

‖fr(τ)− f(τ)‖h1n → 0 in measure as a function of τ.

Thus, we can pass to a subsequence of (fr)r≥0 which we again call (fr) such that:

‖fr(τ)− f(τ)‖h1n → 0 pointwise almost everywhere as a function of τ.

In particular:

fr(τ)→ f(τ) in h1
n = Y, for almost every τ.

So:

fr(τ) ⇀ f(τ) in h1
n = Y, for almost every τ.

Now, Theorem 1.2.5 from [28] implies that:

‖f‖L2
τh
s
n
≤ lim inf ‖fr‖L2

τh
s
n
≤ R. (2.175)

We now prove the Approximation Lemma.

Proof. (of Proposition 2.3.3)

With notation as in the statement of the Proposition, we consider n sufficiently

large so that:

M(Φn) ∼M(Φ), E(Φn) ∼ E(Φ), ‖Φn‖Hs ∼ ‖Φ‖Hs .
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Let us denote N(f) := |f |2kf.

With notation as in the proof of Proposition 2.3.1, we define:

Lv := χδ(t)S(t)Φ− iχδ(t)
∫ t

0

S(t− t′)N(v)(t′)dt′.

Lnv
(n) := χδ(t)S(t)Φn − iχδ(t)

∫ t

0

S(t− t′)N(v(n))(t′)dt′.

From our earlier arguments, we can choose δ = δ(s, E(Φ),M(Φ)) > 0 sufficiently

small so that L has a fixed point v that coincides with u for t ∈ [0, δ], and which

satisfies:

‖v‖Xs,b′ ≤ C(s, E(Φ),M(Φ))δ
1−2b′

2 ‖Φ‖Hs , b′ =
1

2
+ (2.176)

Let us fix T > δ. By just iterating the local well-posedness bound, we get that

for all t ∈ [0, T ]:

‖u(t)‖Hs ≤ C(s, E(Φ),M(Φ))‖Φ‖HseC1(s,E(Φ),M(Φ))T =: C2. (2.177)

Hence C2 = C2(s, E(Φ),M(Φ), ‖Φ‖Hs , T ) > 0.

We can repeat the same for Ln to obtain a fixed point v(n) which coincides with

u(n) for t ∈ [t0, t0 + δ]. The δ and C2 will remain equivalent to the ones chosen earlier.

Then:

‖v − v(n)‖Xs,b′ = ‖Lv − Lnv(n)‖Xs,b′ ≤

‖χδ(t)S(t)Φ− χδ(t)S(t)Φn‖Xs,b′ + ‖χδ(t)
∫ t

0

S(t− t′)(N(v)−N(v(n)))(t′)dt′‖Xs,b′ ≤
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cδ
1−2b′

2 ‖Φ− Φn‖Hs + cδr0(P (‖v‖Xs,b′ ) + P (‖v(n)‖Xs,b′ ))‖v − v(n)‖Xs,b′ .

Here, c > 0 is a universal constant, P is a polynomial of fixed degree such that

P (0) = 0, and r0 > 0 is fixed (independent of b′).

Hence, by (2.176), it follows that:

‖v−v(n)‖Xs,b′ ≤ cδ
1−2b′

2 ‖Φ−Φn‖Hs+cδr0(P (δ
1−2b′

2 ‖Φ‖Hs)+P (δ
1−2b′

2 ‖Φn‖Hs))‖v−v(n)‖Xs,b′

≤ cδ
1−2b′

2 ‖Φ− Φn‖Hs + c̃δr0P (δ
1−2b′

2 C2)‖v − v(n)‖Xs,b′ . (2.178)

The last inequality was obtained by combining (2.176) and (2.177).

We now choose δ even smaller such that:

c̃δr0P (δ
1−2b′

2 C2) ≤ 1

2
.

By choosing δ even smaller, the previous estimate (2.176), and all the subsequent

estimates will remain otherwise unchanged. The new δ = δ(s, E(Φ),M(Φ), C2) > 0

now also depends on C2.

We obtain:

‖v − v(n)‖Xs,b′ ≤ 2cδ
1−2b′

2 ‖Φ− Φn‖Hs .

By using (2.177), it follows that, this bound can be iterated on ∼ T
δ

time intervals,

with the same δ. Namely, in the definition of L,Ln, we just have to consider χδ(·− r)

for an appropriate time translation r, and instead of Φ,Φn as initial data, we consider

u(r), u(n)(r) respectively.

Furthermore, let us use the fact that: Xs,b′ ↪→ L∞t H
s
x to deduce that, for the large
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enough n we are considering, one has:

‖u(t)− u(n)(t)‖Hs ≤ C‖Φ− Φn‖Hs .

Here, C = C(s, E(Φ),M(Φ), ‖Φ‖Hs , T ) > 0.

The claim now follows.

Remark 2.6.1. An Approximation analogous to Proposition 2.3.3 is also holds for

(2.4), (2.5), and (2.6) with the same proof.
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Chapter 3

Bounds on R

3.1 Introduction

3.1.1 Statement of the main results

In this chapter, we will study the defocusing cubic nonlinear Schrödinger initial value

problem on R:

iut + ∆u = |u|2u, x ∈ R, t ∈ R

u|t=0 = Φ ∈ Hs(R).

(3.1)

Furthermore, we will study the Hartree initial value problem on R

iut + ∆u = (V ∗ |u|2)u, x ∈ R, t ∈ R

u|t=0 = Φ ∈ Hs(R).

(3.2)

The assumptions that we have on V are analogous to the ones we had on S1:

(i) V ∈ L1(R).

(ii) V ≥ 0.

(iii) V is even.
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We recall from [46, 84] that (3.1) is completely integrable. Therefore, if s = k

is a positive integer, one can deduce, by using a fixed finite number of conserved

quantities that there exists a function Bk : Hk → R such that for all t ∈ R:

‖u(t)‖Hk ≤ Bk(Φ). (3.3)

From the preceding observation, it makes sense to consider only the case when s

is not an integer. One notes that the uniform bounds for Hs norms when s is not an

integer don’t follow from the uniform bounds on the integer Sobolev norms if we are

assuming only that Φ ∈ Hs(R).

The result that we prove for (3.1) is:

Theorem 3.1.1. (Bound for the Cubic NLS) Suppose s > 1 is a real number. Let

α := s−bsc denote the fractional part of s. Suppose Φ ∈ Hs(R), and let u denote the

global solution to the corresponding problem (3.1). Then, there exists a continuous

function Fs : Hs → R such that for all t ∈ R:

‖u(t)‖Hs ≤ Fs(Φ)(1 + |t|)α+.

Theorem 3.1.1 gives a solution to an open problem that was mentioned on the

Dispersive Wiki Website [113].

Unlike the one-dimensional cubic NLS, the Hartree equation doesn’t have in-

finitely many conserved quantities. The following quantities are conserved under the

evolution of (3.2):

M(u(t)) =

∫
|u(x, t)|2dx (Mass)

and

E(u(t)) =
1

2

∫
|∇u(x, t)|2dx+

1

4

∫
(V ∗ |u|2)(x, t)|u(x, t)|2dx (Energy)

We hence deduce that ‖u(t)‖H1 is uniformly bounded whenever u is a solution of
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(3.2). The bound that we prove is:

Theorem 3.1.2. (Bound for the Hartree equation) Let s ≥ 1, and let u be the global

solution of (3.2). Then, there exists a function Cs, continuous on H1 such that for

all t ∈ R :

‖u(t)‖Hs ≤ Cs(Φ)(1 + |t|)
1
3
s+‖Φ‖Hs . (3.4)

Remark 3.1.3. As in the previous chapter, we can see that the focusing-type ana-

logues of Theorem 3.1.1 and Theorem 3.1.2 hold, if we suppose that the initial data is

sufficiently small in L2. Namely, if we take ‖Φ‖L2 sufficiently small, Theorem 3.1.1

holds for the focusing NLS on R. The continuity of the higher conserved quantities

is the same [46]. Furthermore, under the same smallness assumption, Theorem 3.1.2

still holds for (3.2) when the convolution potential is not necessarily non-negative, but

is still real-valued.

3.1.2 Previously known results

Let us note that the previously known techniques used to obtain polynomial bounds

on ‖u(t)‖Hs in [12, 27, 98, 99, 118] need either the assumption that s is a positive

integer, or that Φ lies in a more regular space than Hs. The reason for this is

that one wants to use an exact Leibniz rule for the operator Ds in order to cancel

certain terms which can’t be estimated in the appropriate Xs,b space. Hence, the only

bounds that one could previously obtain for ‖u(t)‖Hs , when u is a solution to (3.1)

are exponential in time. This is clearly far from a sharp bound, since the equation is

completely integrable.

Let us note that Theorem 3.1.2 would follow trivially if we knew that (3.2) scat-

tered in Hs, since then all the Sobolev norms of solutions would be uniformly bounded

in time. The currently known techniques to prove scattering don’t seem to apply in

this context though. Namely, the techniques from [49, 63] require for us to the have
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additional assumption that our solutions lie in weighted Sobolev spaces, and the ob-

tained bounds depend on these weighted Sobolev norms. Hence we can’t argue by

density here. The methods from [56] require the initial data to belong to an appro-

priate subset of the Gevrey class. Finally, the techniques used in [85, 86] apply only

in dimensions greater than or equal to 5.

Recently in [42], it was shown that the defocusing quintic NLS on R:

iut + ∆u = |u|2u, x ∈ R, t ∈ R

u|t=0 = Φ ∈ L2(R).

(3.5)

exhibits scattering in L2. Hence, if Φ ∈ Hs(R), one obtains uniform bounds on

‖u(t)‖Hs . More details on the persistence of regularity for scattering will be given in

the following chapter.

3.1.3 Main ideas of the proofs

Main ideas of the proof of Theorem 3.1.1

The main idea of the proof of Theorem 3.1.1 is to look at the high and low-frequency

part of the solution u as in [18], and to use the bound (3.3), which gives us uniform

bounds on integral Sobolev norms of u. In particular, we let N be a parameter, which

will be the threshold dividing the “low” and “high” frequencies, and we define Q to be

the projection operator onto the high frequencies. From (3.3), i.e. from the uniform

boundedness of the Hbsc of a solution, we can derive that for all times t:

‖(I −Q)u(t)‖2
Hs ≤ B. (3.6)

Here B = C(Φ)N2α, where α := s − bsc ∈ [0, 1) is the fractional part of s. We

note that the exponent is then in [0, 2) and is not a multiple of s. We use the estimate

(3.6) to bound the low-frequency part of the solution.

One then has to bound ‖Qu(t)‖Hs . For t1 > 0, we look at the quantity:
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‖Qu(t1)‖2
Hs − ‖Qu(t0)‖2

Hs =

∫ t1

t0

d

dt
‖Qu(t)‖2

Hsdt.

Since we are working on the real line, we can use an appropriate dyadic decom-

position and the improved Strichartz estimate (Proposition 3.2.2) to obtain a decay

factor of 1
N1− in the above integral in time. The exact bounds we obtain are the

content of Proposition 3.3.4. At the end, we deduce that there exists an increment

δ > 0, and C > 0, both depending only on the initial data such that for all t0 ∈ R,

one has:

‖Qu(t0 + δ)‖2
Hs ≤ (1 +

C

N1− )‖Qu(t0)‖2
Hs +B1. (3.7)

Here, B1 . 1
N1−B.

The idea now is to iterate (3.7) for times t0 = 0, δ, . . . , nδ, where n ∈ N is an

integer such that n . N1−.

Multiplying the obtained inequalities by appropriate powers of 1 + C
N1− , and tele-

scoping, we show that:

‖Qu(nδ)‖2
Hs . (1 +

C

N1− )n‖Qu(0)‖2
Hs +B (3.8)

Since n . N1−, we know:

(1 +
1

N1− )n = O(1).

Using the previous bound, (3.6) and (3.8), we can show that for all t ∈ [0, nδ]:

‖u(t)‖2
Hs . C‖Φ‖2

Hs +B.

Optimizing N in terms of the length of time interval [0, T ] on which we are con-

sidering the solution, and noting that then B becomes the leading term, Theorem

3.1.1 follows.
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Main ideas of the proof of Theorem 3.1.2

The main argument is similar to the one given in Chapter 2. Given a parameter

N > 1, we will use the method of an upside down I-operator, followed by the method

of higher modified energies to define a quantity E2(u(t)), which is linked to ‖u(t)‖2
Hs .

As before, our goal is to prove an iteration bound of the type:

E2(u(t0 + δ)) ≤ (1 +
C

Nα
)E2(u(t0)). (3.9)

for all t0 ∈ R, with δ, α > 0, and the implied constant all independent of t0.

Due to the presence of the decay factor 1
Nα , (3.9) can be iterated ∼ Nα times

to obtain that E2 . 1 on a time interval of size ∼ Nα. One then uses the relation

between E2(u(t)) and ‖u(t)‖Hs to get polynomial bounds for ‖u(t)‖Hs .

The bound (3.9) is proved in a similar way as the corresponding estimate in

Chapter 2. In order to construct E2, we need to consider the multiplier ψ which is

defined by:

ψ := c
((θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2)V̂ (ξ3 + ξ4)

ξ2
1 − ξ2

2 + ξ2
3 − ξ2

4

for some constant c when the denominator doesn’t vanish, and ψ := 0 otherwise.

Here, θ is an appropriately smoothed out and rescaled version of the operator Ds.

For details, see (3.58), (3.70), and (3.71). The key is then to obtain pointwise bounds

on such a ψ. This is done in Proposition 3.4.2

We observe that the bound we obtain in Theorem 3.1.2 is better than the corre-

sponding bound in the periodic setting. This is a manifestation of stronger dispersion,

which is present on the real line. In this chapter, we will prove that on R, (3.9) holds

for α = 3−. We recall from Chapter 2 that the analogous estimate on S1 holds for

α = 2−. Heuristically, the improvement is obtained by using the improved Strichartz

estimate, i.e. Proposition 3.2.2, which holds on the real line.
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Remark 3.1.4. The techniques of proof of Theorem 3.1.2 apply to the derivative

nonlinear Schrödinger equation:

iut + ∆u = i∂x(|u|2u),

u(x, 0) = Φ(x), x ∈ R, t ∈ R.
(3.10)

The equation (3.10) occurs as a model for the propagation of circularly polarized

Alfvén waves in magnetized plasma with a constant magnetic field [103]. In order to

obtain global well-posedness in Hs, we need to have the smallness assumption:

‖Φ‖L2 <
√

2π, (3.11)

From [68], we know that (3.10) is completely integrable. Hence, as for the cubic

NLS, it makes sense to bound only the non-integral Sobolev norms of a solution.

Bound for the Derivative NLS. For s > 1, not an integer, and Φ ∈ Hs(R),

satisfying the smallness assumption (3.11), there exists C(s, |Φ‖H1) such that the

solution u of (3.10) satisfies:

‖u(t)‖Hs ≤ C(1 + |t|)2s+‖Φ‖Hs , for all t ∈ R. (3.12)

The proof of (3.12) is quite involved. Unlike Theorem 3.1.1, we are not able to

recover uniform bounds on the integral Sobolev norms of a solution. The techniques

that we applied to the cubic NLS don’t seem to work for the derivative NLS due to the

derivative in the nonlinearity. A sketch of the proof of (3.12) is given in Appendix C

of this chapter.

3.2 Facts from harmonic analysis

On R, we recall the following Strichartz estimate (c.f. [15, 106]).

‖f‖L6
t,x
. ‖f‖

X0, 12+ . (3.13)
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Interpolating between (3.13) and ‖f‖L2
t,x

= ‖f‖X0,0 , it follows that:

‖f‖L4
t,x
. ‖f‖

X0, 38+ . (3.14)

From Sobolev embedding, we deduce that:

‖f‖L∞t L2
x
. ‖f‖

X0, 12+ . (3.15)

and:

‖f‖L∞t L∞x . ‖f‖X 1
2+, 12+ . (3.16)

Interpolating between (3.13) and (3.15), we obtain:

‖f‖L8
tL

4
x
. ‖f‖

X0, 12+ . (3.17)

By an analogous proof as the localization estimate Lemma 2.2.1 in Chapter 2, we can

deduce the following localization bound for Xs,b spaces.

Lemma 3.2.1. If b ∈ (0, 1
2
) and s ∈ R, then, for c < d:

‖χ[c,d](t)f‖Xs,b(R×R) . ‖f‖Xs,b+(R×R) (3.18)

where the implicit constant doesn’t depend on u, c, d.

From [14, 31], we recall that on R, the following improved Strichartz estimate

holds:

Proposition 3.2.2. (Improved Strichartz Estimate) Suppose N1 > 0 and suppose

that f, g ∈ X0, 1
2

+(R× R) are such that for all t ∈ R:

supp f̂(t) ⊆ {|ξ| ∼ N1}, supp ĝ(t) ⊆ {|ξ| � N1}.

Then, the following bound holds:

‖fg‖L2
t,x
.

1

N1

1
2

‖f‖
X0, 12+‖g‖0, 1

2
+.
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We observe the following consequence of Proposition 3.2.2:

Corollary 3.2.3. For f, g as in Proposition 3.2.2, one has:

‖fg‖L2+
t L2

x
.

1

N
1
2
−

1

‖f‖
X0, 12+‖g‖X0, 12+ .

Let us prove Corollary 3.2.3.

Proof. Let f, g be as in the assumptions of the Lemma. We observe that by Hölder’s

inequality:

‖fg‖L4
tL

2
x
≤ ‖f‖L8

tL
4
x
‖g‖L8

tL
4
x
. ‖f‖

X0, 12+‖g‖X0, 12+ .

The last inequality follows from (3.17).

Given ε > 0 small, we take:

θ :=
2− ε
2 + ε

= 1− .

Then θ ∈ [0, 1] satisfies:

θ · 1

2
+ (1− θ) · 1

4
=

1

2 + ε
.

By using interpolation and Proposition 3.2.2, we deduce that:

‖fg‖L2+ε
t L2

x
≤ (‖fg‖L2

t,x
)θ(‖fg‖L4

tL
2
x
)1−θ .

(N1
− 1

2‖f‖
X0, 12+‖g‖X0, 12+)θ(‖f‖

X0, 12+‖g‖X0, 12+)1−θ . N1
− θ

2‖f‖
X0, 12+‖g‖X0, 12+ .

Since θ = 1−, Corollary 3.2.3 follows.

In our analysis, we will have to work with χ = χ[t0,t0+δ](t), the characteristic

function of the time interval [t0, t0 +δ]. It is difficult to deal with χ directly, since this
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function is not smooth, and since its Fourier transform doesn’t have a sign. Instead,

we will decompose χ as a sum of two functions which are easier to deal with. This

goal will be achieved by using an appropriate approximation to the identity. We will

use the following decomposition, which is originally found in [31]:

Given φ ∈ C∞0 (R), such that: 0 ≤ φ ≤ 1,
∫
R φ(t) dt = 1 , and λ > 0, we recall

that the rescaling φλ of φ is defined by:

φλ(t) :=
1

λ
φ(
t

λ
).

We observe that such a rescaling preserves the L1 norm:

‖φλ‖L1
t

= ‖φ‖L1
t
.

Having defined the rescaling, we write, for the scale N1 > 1:

χ(t) = a(t) + b(t), for a := χ ∗ φN−1
1
. (3.19)

In Lemma 8.2. of [31], the authors note the following estimate:

‖a(t)f‖
X0, 12+ . N1

0+‖f‖
X0, 12+ . (3.20)

(The implied constant here is independent of N1.)

On the other hand, for any M ∈ (1,+∞), one obtains:

‖b‖LMt = ‖χ− χ ∗ φN1
−1‖LMt ≤ ‖χ‖LMt + ‖χ ∗ φN1

−1‖LMt

which is by Young’s inequality:

≤ ‖χ‖LMt + ‖χ‖LMt ‖φN1
−1‖L1

t
= 2‖χ‖LMt = C(M,χ) = C(M,Φ)

To explain the fact that C(M,χ) = C(M,Φ), we note that χ is defined as the char-

acteristic function of an interval of size δ, and δ, in turn, depends only on Φ.
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If we now define:

b1(t) :=

∫
R
|b̂(τ)|eitτdτ. (3.21)

Since M ∈ (1,∞), we know by the Littlewood-Paley inequality [45] that:

‖b1‖LMt . ‖b‖LMt

Then, the previous bound on ‖b‖LMt implies:

‖b1‖LMt ≤ C(M,Φ). (3.22)

We will frequently use the following modification of Proposition 3.2.2

Proposition 3.2.4. (Improved Strichartz Estimate with rough cut-off in time) Sup-

pose N1 > 0 and suppose f, g ∈ X0, 1
2

+(R× R) are such that for all t ∈ R:

supp f̂(t) ⊆ {|ξ| ∼ N1}, supp ĝ(t) ⊆ {|ξ| � N1}.

Let f1, g1 be given by:

f̃1 := |(χf )̃ |, g̃1 := |g̃ |.

Then one has:

‖f1g1‖L2
t,x
.

1

N
1
2
−

1

‖f‖
X0, 12+‖g‖X0, 12+ (3.23)

The same bound holds if:

f̃1 := |f̃ |, g̃1 := |(χg)̃ |.

Proof. Let’s consider the case when f̃1 = |(χf )̃ |, g̃1 = |g̃ |. With notation as earlier,

let F1, F2 be given by:

F̃1 := |(af )̃ |, F̃2 := |(bf )̃ |.
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Then, by the triangle inequality, one has:

f̃1 ≤ F̃1 + F̃2.

Since f̃1, g̃1 ≥ 0, Plancherel’s Theorem and duality imply that:

‖f1g1‖L2
t,x
∼ sup
‖c‖

L2
τ,ξ

=1

∫
τ1+τ2+τ3=0

∫
ξ1+ξ2+ξ3=0

f̃1(ξ1, τ1)g̃1(ξ2, τ2)|c(ξ3, τ3)|dξjdτj

≤ sup
‖c‖

L2
τ,ξ

=1

∫
τ1+τ2+τ3=0

∫
ξ1+ξ2+ξ3=0

F̃1(ξ1, τ1)g̃1(ξ2, τ2)|c(ξ3, τ3)|dξjdτj +

sup
‖c‖

L2
τ,ξ

=1

∫
τ1+τ2+τ3=0

∫
ξ1+ξ2+ξ3=0

F̃2(ξ1, τ1)g̃1(ξ2, τ2)|c(ξ3, τ3)|dξjdτj

Since F̃1, F̃2, ṽ1 ≥ 0, it follows that the latter expression is ∼ ‖F1g1‖L2
t,x

+ ‖F2g1‖L2
t,x

.

Hence, it follows that:

‖f1g1‖L2
t,x
. ‖F1g1‖L2

t,x
+ ‖F2g1‖L2

t,x
.

By Proposition 3.2.2, by the frequency assumptions on F1 and v1, and by the fact

that taking absolute values in the spacetime Fourier transform doesn’t change the

Xs,b norms, we know that:

‖F1g1‖L2
t,x
.

1

N
1
2

1

‖af‖
X0, 12+‖g‖X0, 12+

We now use (3.20) to deduce that this expression is:

.
1

N
1
2

1

(N0+‖f‖
X0, 12+)‖g‖

X0, 12+

This expression is:

.
1

N
1
2
−

1

‖f‖
X0, 12+‖g‖X0, 12+ (3.24)
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On the other hand, let us consider c ∈ L2
τ,ξ. With notation as before, one has:

∣∣ ∫
τ1+τ2=0

∫
ξ1+ξ2=0

(F2g1)̃ (ξ1, τ1)c(ξ2, τ2)dξjdτj
∣∣

=
∣∣ ∫

τ1+τ2+τ3=0

∫
ξ1+ξ2+ξ3=0

|(bf )̃ (ξ1, τ1)|g̃1(ξ2, τ2)c(ξ3, τ3)dξjdτj
∣∣

≤
∫
τ0+τ1+τ2+τ3=0

∫
ξ1+ξ2+ξ3=0

|̂b(τ0)||f̃(ξ1, τ1)||g̃1(ξ2, τ2)||c(ξ3, τ3)|dξjdτj := I

We then define the functions Gj, j = 1, . . . , 3 by:

G̃1 := |f̃ |, G̃2 := |g̃1|, G̃3 := |c|

Recalling (3.21), and using Parseval’s identity, it follows that:

I .
∫
R×R

b1(t)G1(x, t)G2(x, t)G3(x, t)dxdt

We choose M ∈ (1,∞), and 2+ such that: 1
M

+ 1
2+

= 1
2
. By an LMt , L

2+
t L2

x, L
2
t,x Hölder

inequality, we deduce that:

I . ‖b1‖LMt ‖G1G2‖L2+
t L2

x
‖G3‖L2

t,x

We use (3.22), Corollary 3.2.3, and Plancherel’s theorem to deduce that:

I .
1

N
1
2
−

1

‖f‖
X0, 12+‖g‖X0, 12+‖c‖L2

τ,ξ
.

By duality and by Plancherel’s theorem, it follows that:

‖F2v1‖L2
t,x
.

1

N
1
2
−

1

‖f‖
X0, 12+‖g‖X0, 12+ (3.25)

The case when f̃1 := |f̃ |, g̃1 := |(χg)̃ | is treated analogously. The Proposition now

follows from (3.24) and (3.25).
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Finally, let us recall the following Calculus fact, which is often referred to as the

Double Mean Value Theorem:

Proposition 3.2.5. Let f ∈ C2(R). Suppose that x, η, µ ∈ R are such that |η|, |µ| �

|x|. Then, one has:

|f(x+ η + µ)− f(x+ η)− f(x+ µ) + f(x)| . |η||µ||f ′′(x)|. (3.26)

The proof of Proposition 3.2.5 follows from the standard Mean Value Theorem.

3.3 The cubic nonlinear Schrödinger equation

3.3.1 Basic facts about the equation

The equation (3.1) has conserved mass and energy:

M(u(t)) :=

∫
R
|u(x, t)|2dx (Mass) (3.27)

E(u(t)) :=
1

2

∫
R
|∇u(x, t)|2dx+

1

4

∫
R
|u(x, t)|4dx (Energy) (3.28)

The following local-in-time bound will be useful:

Proposition 3.3.1. Suppose that u is a global solution of (3.1). Then, there exist

δ = δ(s, Energy,Mass), C = C(s, Energy,Mass) such that, for all t0 ∈ R, there

exists v ∈ Xs, 1
2

+ satisfying the following properties:

v|[t0,t0+δ] = u|[t0,t0+δ], (3.29)

‖v‖
Xs, 12+ ≤ C‖u(t0)‖Hs , (3.30)
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‖v‖
X1, 12+ ≤ C. (3.31)

Furthermore, δ and C can be chosen to depend continuously on energy and mass.

The proof of Proposition 3.3.1 proceeds by an appropriate fixed-point method and

is analogous to the proof of Proposition 2.3.1 in Chapter 2. Furthermore, from the

proof, it follows that δ and C depend continuously on energy and mass. We refer to

the mentioned proofs for details.

In the proof of the fact that Fs, as in the statement of Theorem 3.1.1, depends

continuously on the initial data, w.r.t. the Hs topology, we will use the following:

Proposition 3.3.2. (Continuity of conserved quantities) Suppose n is a positive in-

teger. Let En denote the conserved quantity of (3.1), which, together with lower-order

conserved quantities, we use to bound the Hn norm of a solution. Then En is con-

tinuous on Hn. Moreover, one can construct a function Bn : Hn → R that satisfies

(3.3) and is continuous on Hn.

The proof of Proposition 3.3.2 is given in Appendix A of this chapter.

Although we are starting with initial data Φ, which we are only assuming belongs

to Hs, and hence with solutions of (3.1), which we only know belong to Hs, our

calculations will require us to work with solutions which have more regularity. Hence,

we will have to approximate our solutions to (3.1) with smooth ones, and argue by

density. The density argument is made precise by the following result:

Proposition 3.3.3. Suppose u satisfies (3.1) with initial data Φ ∈ Hs, and suppose

each element of (u(n)) satisfies (3.1) with initial data Φn, where Φn ∈ S(R) and

Φn
Hs

−→ Φ. Then, one has for all t:

u(n)(t)
Hs

−→ u(t).

The proof of Proposition 3.3.3 is analogous to the proof of Proposition 2.3.3 from

Chapter 2. The proof is very similar, so it will be omitted.
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Proposition 3.3.3 allows us to work with smooth solutions and pass to the limit in

the end. Namely, we note that if we take initial data Φn as earlier, then, by persistence

of regularity, u(n)(t) will belong to H∞(R) for all t. If we knew that Theorem 3.1.1

were true for smooth solutions, we would obtain, for all n ∈ N, and for all t ∈ R:

‖u(n)(t)‖Hs ≤ Fs(Φn)(1 + |t|)α+.

By letting n→∞, and using Proposition 3.3.2 and the continuity of Fs on Hs, it

would follow that for all t ∈ R:

‖u(t)‖Hs ≤ Fs(Φ)(1 + |t|)α+.

We may henceforth work with Φ ∈ S(R), which implies that u(t) ∈ H∞(R) for

all t. The claimed result is then deduced from this special case by the approximation

procedure given earlier. We will make the same assumption in our study of the

Hartree equation.

3.3.2 An Iteration bound and Proof of Theorem 3.1.1

Let u denote the unique global solution to (3.1). From the previous arguments, we

know that we can assume WLOG that for all t ∈ R, u(t) ∈ H∞(R). Our aim now is

to use uniform bounds on ‖u(t)‖Hk coming from (3.3) to deduce bounds on ‖u(t)‖Hs .

The key is to perform a frequency decomposition, similarly as in [18].

Let N > 1 be a parameter which we will determine later. We define the operator

Q by:

Q̂f(ξ) := χ|ξ|≥N f̂(ξ). (3.32)

We write s = k+α, for k ∈ N, α ∈ (0, 1). Using the definition (3.32) and (3.3), it

follows that:
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‖(I −Q)u(t)‖Hs . Nα‖(I −Q)u(t)‖Hk .

. Nα‖u(t)‖Hk ≤ NαBk(Φ). (3.33)

We will use (3.33) to estimate the low-frequency part of the solution.

The key now is to estimate the high-frequency part of the solution. This is done

by the following iteration bound:

Proposition 3.3.4. Let δ = δ(Φ) > 0 be as in Proposition 3.3.1. Then, there exists

a continuous function C : H1 → R such that for all t0 ∈ R, one has:

‖Qu(t0 + δ)‖2
Hs − ‖Qu(t0)‖2

Hs ≤
C(Φ)

N1− ‖u(t0)‖2
Hs .

Before we prove Proposition 3.3.4, let us note how it implies Theorem 3.1.1.

Proof. (of Theorem 3.1.1 assuming Proposition 3.3.4)

Let us fix t0 ∈ R. It follows that:

‖Qu(t0 + δ)‖2
Hs ≤

(
1 +

C(Φ)

N1−

)
‖Qu(t0)‖2

Hs +
C(Φ)

N1− ‖(I −Q)u(t0)‖2
Hs .

By (3.33), it follows that:

C(Φ)

N1− ‖(I −Q)u(t0)‖2
Hs .

C(Φ)

N1− N
2αB2

k(Φ) =: K(N,Φ). (3.34)

If we multiply K by an appropriate constant, we can write, for all t0 ∈ R:

‖Qu(t0 + δ)‖2
Hs ≤

(
1 +

C(Φ)

N1−

)
‖Qu(t0)‖2

Hs +K(N,Φ). (3.35)

Given n ∈ N, we take t0 = 0, δ, 2δ, . . . , nδ and apply (3.35) to deduce the inequalities:
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‖Qu(δ)‖2
Hs ≤

(
1 +

C(Φ)

N1−

)
‖Qu(0)‖2

Hs +K(N,Φ)

‖Qu(2δ)‖2
Hs ≤

(
1 +

C(Φ)

N1−

)
‖Qu(δ)‖2

Hs +K(N,Φ)

...

‖Qu((n− 1)δ)‖2
Hs ≤

(
1 +

C(Φ)

N1−

)
‖Qu((n− 2)δ)‖2

Hs +K(N,Φ)

‖Qu(nδ)‖2
Hs ≤

(
1 +

C(Φ)

N1−

)
‖Qu((n− 1)δ)‖2

Hs +K(N,Φ)

Let γ := 1 + C(Φ)
N1− . Let us multiply the first inequality by γn−1, the second inequality

by γn−2, . . ., and the (n− 1)-st inequality by γ. We then sum to obtain:

‖Qu(nδ)‖2
Hs ≤

(
1 +

C(Φ)

N1−

)n‖Qu(0)‖2
Hs +K(N,Φ)(1 + γ + · · ·+ γn−1). (3.36)

Let us now consider n such that n . N1−. For such an n, we have:

(1 +
C(Φ)

N1− )n = O(R1(Φ)). (3.37)

and hence:

1 + γ + · · ·+ γn−1 =
γn − 1

γ − 1
=

(
1 + C(Φ)

N1−

)n − 1(
1 + C(Φ)

N1−

)
− 1

=

=

(
1 + C(Φ)

N1−

)n − 1
C(Φ)
N1−

= O(N1−R2(Φ)). (3.38)

We can take the functions R1, R2 : H1 → R to be continuous. If we then combine

(3.34),(3.37),(3.38) with (3.36), it follows that:

‖Qu(nδ)‖2
Hs . R1(Φ)‖QΦ‖2

Hs +R2(Φ)N2αB2
k(Φ).

Hence, by continuity properties of Bk coming from from Proposition 3.3.2, and by
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the construction of R1, R2, we can find a continuous function R3 : Hs → R such that

for all n . N1−:

‖Qu(nδ)‖Hs ≤ R3(Φ)(1 +Nα). (3.39)

Combining (3.33) and (3.39), we deduce that there exists a continuous function

R4 : Hs → R, such that for all n . N , one has:

‖u(nδ)‖Hs ≤ R4(Φ)(1 +Nα).

Finally, by using appropriate local-in-time bounds on each of the n intervals of

size δ, it follows that there exists a continuous function R : Hs → R such that, for

all T . N1−δ, one has:

‖u(T )‖Hs ≤ R(Φ)(1 +N)α. (3.40)

Let us now take:

T ∼ N1−δ.

Then:

N ∼
(T
δ

)
+ .

(This is the step in which we choose the parameter N .)

Consequently, since δ = δ(Φ) > 0 is a continuous function on H1, it follows that

there exists a continuous function Fs on Hs such that for T > 1:

‖u(T )‖Hs ≤ Fs(Φ)(1 + T )α+. (3.41)

From local well-posedness, we get the same bound for times in [0, 1]. By time

reversibility, we also get the bound for negative times. Theorem 3.1.1 now follows.

Let us now prove Proposition 3.3.4
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Proof. We know that: ut = i∆u− i|u|2u. Hence, we compute:

d

dt
‖Qu(t)‖2

Hs =
d

dt
〈DsQu(t), DsQu(t)〉 = 2Re〈DsQu,DsQut〉 =

= 2Re〈DsQu,Dsut〉 = 2Re〈DsQu, iDs∆u〉 − 2Re〈DsQu, iDs(|u|2u)〉 =

= −2 Im〈DsQu,Ds(|u|2u)〉. (3.42)

We note that in the third equality, we used Parseval’s identity and the definition of

Q to omit the operator Q in the second factor, and in the fifth equality, we argued

similarly and used the fact that

〈DsQu,Ds∆u〉 = 〈DsQu,Ds∆Qu〉 ∈ R.

It is important to remark that this quantity is indeed finite since u(t) ∈ H∞. This

is what allows us to differentiate in time and use the previous formulae.

Hence, if we fix t0 ∈ R, we obtain:

‖Qu(t0 + δ)‖2
Hs − ‖Qu(t0)‖2

Hs =

∫ t0+δ

t0

d

dt
‖Qu(t)‖2

Hs =

= −
∫ t0+δ

t0

2Im〈DsQu,Ds(|u|2u)〉dt.

Thus, it suffices to estimate:

|
∫ t0+δ

t0

〈DsQu,Ds(|u|2u)〉dt |.

Let v be the function we obtain by Proposition 3.3.1, if we are considering the time

t0 we fixed earlier. For the δ > 0, which we obtain by Proposition 3.3.1, we denote:

χ(t) := χ[t0,t0+δ](t).
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Then: ∫ t0+δ

t0

〈DsQu,Ds(|u|2u)〉dt =

∫ t0+δ

t0

〈DsQv,Ds(|v|2v)〉dt =

=

∫
R

∫
R
χ(t)DsQvDs(v̄vv̄)dxdt.

With notation as in Section 2 for dyadic integers N1, N2, N3, N4, we define:

IN1,N2,N3,N4 :=

∫
R

∫
R
χ(t)DsQvN1D

s(vN2vN3vN4)dxdt.

By definition of Q and the fact that ξ1 + ξ2 + ξ3 + ξ4 = 0, |ξj| ∼ Nj, we deduce that

IN1,N2,N3,N4 is zero unless the following conditions hold:

N1 & N. (3.43)

max {N2, N3, N4} & N1. (3.44)

By Parseval’s identity, the expression IN1,N2,N3,N4 is:

∼
∫
τ1+τ2+τ3+τ4=0

∫
ξ1+ξ2+ξ3+ξ4=0

(χ(t)DsQvN1)˜(ξ1, τ1) 〈ξ2〉s (vN2vN3vN4)˜(ξ2, τ2) dξjdτj =

=

∫
τ1+τ2+τ3+τ4=0

∫
ξ1+ξ2+ξ3+ξ4=0

(χ(t)DsQvN1)˜(ξ1, τ1)

〈ξ2 + ξ3 + ξ4〉s (vN2)˜(ξ2, τ2) ṽN3(ξ3, τ3) (vN4)˜(ξ4, τ4) dξjdτj

So, by the triangle inequality:

|IN1,N2,N3,N4| .
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∫
τ1+τ2+τ3+τ4=0

∫
ξ1+ξ2+ξ3+ξ4=0

|(χ(t)DsQvN1)˜(ξ1, τ1)| 〈ξ2 + ξ3 + ξ4〉s |(vN2)˜(ξ2, τ2)|

|ṽN3(ξ3, τ3)| |(vN4)˜(ξ4, τ4)| dξjdτj.

We now use a “Fractional Leibniz Rule”, i.e. we note that:

〈ξ2 + ξ3 + ξ4〉s . 〈ξ2〉s + 〈ξ3〉s + 〈ξ4〉s.

Hence, by symmetry 1, it suffices to estimate:

JN1,N2,N3,N4 :=∫
τ1+τ2+τ3+τ4=0

∫
ξ1+ξ2+ξ3+ξ4=0

|(χ(t)DsQvN1)˜(ξ1, τ1)|

(〈ξ2〉s|(vN2)˜(ξ2, τ2)|) |ṽN3(ξ3, τ3)| |(vN4)˜(ξ4, τ4)| dξjdτj ∼

∼
∫
τ1+τ2+τ3+τ4=0

∫
ξ1+ξ2+ξ3+ξ4=0

|(χ(t)DsQvN1)˜(ξ1, τ1)|

|(DsvN2)˜(ξ2, τ2)| |ṽN3(ξ3, τ3)| |(vN4)˜(ξ4, τ4)| dξjdτj.

Let us define:

F1(x, t) :=

∫
R

∫
R
|(χ(t)DsQvN1)˜(ξ, τ)|ei(xξ+tτ)dξdτ. (3.45)

F2(x, t) :=

∫
R

∫
R
|(DsvN2)˜(ξ, τ)|ei(xξ+tτ)dξdτ. (3.46)

Fj(x, t) :=

∫
R

∫
R
|ṽNj(ξ, τ)|ei(xξ+tτ)dξdτ, for j = 3, 4. (3.47)

1From the argument that follows, we see that the two other terms are estimated analogously.
The fact that the Ds falls on a term with or without a complex conjugate doesn’t matter in the
argument.
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Hence, by Parseval’s identity, since all the F̃j are real-valued, we obtain:

JN1,N2,N3,N4 ∼
∫
R

∫
R
F1F2F3F4dxdt. (3.48)

We consider the following Cases:

Case 1: max {N2, N3, N4} = N3 or max {N2, N3, N4} = N4.

Let us WLOG suppose thatmax {N2, N3, N4} = N3, since the casemax {N2, N3, N4} =

N4 is analogous. Here:

|JN1,N2,N3,N4| = JN1,N2,N3,N4 , which is by (3.48) and by an L4
t,x, L

4
t,x, L

4
t,x, L

4
t,x Hölder’s

inequality:

. ‖F1‖L4
t,x
‖F2‖L4

t,x
‖F3‖L4

t,x
‖F4‖L4

t,x
=

= ‖F1‖L4
t,x
‖F2‖L4

t,x
‖F3‖L4

t,x
‖F4‖L4

t,x
,

which by using (3.14) is:

. ‖F1‖X0, 38+‖F2‖X0, 38+‖F3‖X0, 38+‖F4‖X0, 38+

By definition of the functions Fj, and by the fact that taking absolute values in

the spacetime Fourier transform doesn’t change the Xs,b norm, it follows that the

previous expression is:

∼ ‖χ(t)DsQvN1‖X0, 38+‖DsvN2‖X0, 38+‖vN3‖X0, 38+‖vN4‖X0, 38+

From Lemma 3.2.1 and the fact that 3
8
+ < 1

2
, this expression is:

. ‖DsQvN1‖X0, 38++‖DsvN2‖X0, 38+‖vN3‖X0, 38+‖vN4‖X0, 38+ .
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. ‖DsQvN1‖X0, 38++‖DsvN2‖X0, 38+

1

N3

‖vN3‖X1, 38+‖vN4‖X0, 38+ .

.
1

N3

‖v‖2

Xs, 12+
‖v‖2

X1, 12+

From Proposition 3.3.1, we bound this by:

≤ C(Φ)

N3

‖u(t0)‖2
Hs . (3.49)

Let us observe that in this case, we have:

N3 ≥ N2, N4 and N3 & N1 & N.

Hence, we have obtained a favorable decay factor of 1
N3

.

Case 2: max{N2, N3, N4} = N2.

Subcase 1: N2 � N3, N4.

Since
∑
ξj = 0 and |ξj| ∼ Nj, it follows that N1 ∼ N2. Hence:

N1 ∼ N2 & N and N1 ∼ N2 � N3, N4. (3.50)

In this subcase, we will have to argue a little bit harder. The main tools that we

will use will be the improved Strichartz estimate Proposition 3.2.2, and its modifica-

tion, Proposition 5.2.5.

We use (3.48) and an L2
t,x, L

2
t,x Hölder inequality to deduce that:

|JN1,N2,N3,N4| . ‖F1F3‖L2
t,x
‖F2F4‖L2

t,x

By the assumption on the frequencies, (3.45), (3.46), (3.47), Proposition 5.2.5 and

Proposition 3.2.2, this expression is:
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.
( 1

N
1
2
−

1

‖DsQvN1‖X0, 12+‖vN3‖X0, 12+

)( 1

N
1
2

2

‖DsvN2‖X0, 12+‖vN4‖X0, 12+

)
.

By (3.50), this expression is:

.
1

N1−
2

‖v‖2

Xs, 12+
‖v‖2

X1, 12+
.

We now use Proposition 3.3.1 to deduce that in Subcase 1, one has:

|JN1,N2,N3,N4| ≤
C(Φ)

N1−
2

‖u(t0)‖2
Hs . (3.51)

By (3.50), we notice that in this Subcase 1
N1−

2

is again a favorable decay factor

Subcase 2: N2 ∼ N3 & N4 or N2 ∼ N4 & N3.

Let us consider WLOG the case whenN2 ∼ N3 & N4, since the caseN2 ∼ N4 & N3

is analogous. By the same argument as in Case 1, it follows that:

|JN1,N2,N3,N4| .
1

N3

‖v‖2

Xs, 12+
‖v‖2

X1, 12+
.

Since N3 ∼ N2, it follows that:

|JN1,N2,N3,N4| .
1

N2

‖v‖2

Xs, 12+
‖v‖2

X1, 12+
≤

≤ C(Φ)

N2

‖u(t0)‖2
Hs . (3.52)

In this Subcase, 1
N2

is an acceptable decay factor.

Combining (3.51) and (3.52), it follows that in Case 2, one has the bound:

|JN1,N2,N3,N4| ≤
C(Φ)

N1−
2

‖u(t0)‖2
Hs . (3.53)

We now combine (3.49), (3.53) and sum in the dyadic integers Nj, keeping in mind
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the assumptions (3.43), (3.44), and the assumptions of each case. It follows that:

|
∑
Nj

JN1,N2,N3,N4 | ≤
C(Φ)

N1− ‖u(t0)‖2
Hs .

Hence, by construction of JN1,N2,N3,N4 , we deduce:

|
∑
Nj

IN1,N2,N3,N4| ≤
C(Φ)

N1− ‖u(t0)‖2
Hs .

The fact that C(Φ) depends continuously on Φ w.r.t the H1 topology follows from

Proposition 3.3.1, as well as the same continuous dependence of δ, energy, mass, and

the uniform bound on the H1 norm of u. Proposition 3.3.4 now follows.

3.4 The Hartree equation

3.4.1 Definition of the D operator

As in the case of the cubic NLS, we will take Φ ∈ S(R) in order to rigorously justify

all of our calculations. The general claim follows by density and the Approximation

Lemma, i.e. Proposition 3.3.3 applied to (3.2).

The same iteration argument that we used for the cubic equation doesn’t work

for (3.2), since the only conserved quantities that we have at our disposal are mass

and energy. We now adapt to the non-periodic setting the upside-down I-method

approach that we used on S1 in Chapter 2.

We first define θ0 : R→ R by:

θ0(ξ) :=

|ξ|
s , if |ξ| ≥ 2

1, if |ξ| ≤ 1.

(3.54)

We extend θ0 for 1 ≤ |ξ| ≤ 2 such that θ0 is even, smooth on R, and such that it is

non-decreasing on [0,+∞). By construction, we then obtain:
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|θ′0(ξ)| . |θ0(ξ)|
|ξ|

(3.55)

|θ′′0(ξ)| . |θ0(ξ)|
|ξ|2

(3.56)

θ0(x+ y) . θ0(x) + θ0(y). (3.57)

Suppose now that N > 1 is given. Then, we define:

θ(ξ) := θ0(
ξ

N
).

Hence:

θ(ξ) :=


( |ξ|
N

)s
, if |ξ| ≥ 2N

1, if |ξ| ≤ N.

(3.58)

From (3.55),(3.56), and (3.57), we obtain:

|θ′(ξ)| . |θ(ξ)|
|ξ|

(3.59)

|θ′′(ξ)| . |θ(ξ)|
|ξ|2

(3.60)

θ(x+ y) . θ(x) + θ(y). (3.61)

Having defined θ, we define the D-operator by:

D̂f(ξ) := θ(ξ)f̂(ξ). (3.62)

One then has the bound:
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‖Df‖L2 . ‖f‖Hs . N s‖Df‖L2 . (3.63)

Let u denote the global solution of (3.2). We then have the following result:

Proposition 3.4.1. Given t0 ∈ R, there exists a globally defined function v : R×R→

C satisfying the properties:

v|[t0,t0+δ] = u|[t0,t0+δ]. (3.64)

‖v‖
X1, 12+ ≤ C(s, E(Φ),M(Φ)). (3.65)

‖Dv‖
X0, 12+ ≤ C(s, E(Φ),M(Φ))‖Du(t0)‖L2 . (3.66)

Moreover, δ and C can be chosen to depend continuously on the energy and mass.

The proof of Proposition 3.4.1 is analogous to the proof of Propositions 2.3.1 and

2.4.1 from Chapter 2 and it will be omitted.

The point is that all the intermediate estimates that hold in the periodic setting

carry over to the non-periodic setting. Since V ∈ L1(R), we know that V̂ ∈ L∞(R),

so one can directly modify the proof for the cubic NLS to the Hartree equation as

before.

3.4.2 An Iteration bound and proof of Theorem 3.1.2

As in the periodic case, let:

E1(u(t)) := ‖Du(t)‖2
L2 .

Then, arguing as in Chapter 2, we obtain, that for some c ∈ R:
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d

dt
E1(u(t)) = ci

∫
ξ1+ξ2+ξ3+ξ4=0

((θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2)

V̂ (ξ3 + ξ4)û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj. (3.67)

Recalling the notation from the Introduction, as in Chapter 2, we consider the

following higher modified energy

E2(u) := E1(u) + λ4(M4;u). (3.68)

The quantity M4 will be determined soon.

The modified energy E2 is obtained by adding a “multilinear correction” to the

modified energy E1 considered earlier. In order to find d
dt
E2(u), we need to find

d
dt
λ4(M4;u). Thus, if we fix a multiplier M4, we obtain:

d

dt
λ4(M4;u) =

= −iλ4(M4(ξ2
1 − ξ2

2 + ξ2
3 − ξ2

4);u)

−i
∫
ξ1+ξ2+ξ3+ξ4+ξ5+ξ6=0

[
M4(ξ123, ξ4, ξ5, ξ6)V̂ (ξ1 + ξ2)

−M4(ξ1, ξ234, ξ5, ξ6)V̂ (ξ2 + ξ3) +M4(ξ1, ξ2, ξ345, ξ6)V̂ (ξ3 + ξ4)

−M4(ξ1, ξ2, ξ3, ξ456)V̂ (ξ4 + ξ5)
]
û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)û(ξ5)̂̄u(ξ6)dξj (3.69)

With the setup (3.67) and (3.69), we can use higher modified energies as in in the
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periodic setting. Namely, it follows that if we take:

M4 := Ψ. (3.70)

where Ψ is defined by:

Ψ : Γ4 → R

Ψ :=

c
(θ(ξ1))2−(θ(ξ2))2+(θ(ξ3))2−(θ(ξ4))2V̂ (ξ3+ξ4)

ξ21−ξ22+ξ23−ξ24
, if ξ2

1 − ξ2
2 + ξ2

3 − ξ2
4 6= 0

0, otherwise.

(3.71)

for an appropriate real constant c. One then has:

d

dt
E2(u) = −iλ6(M6;u). (3.72)

where:

M6(ξ1, ξ2, ξ3, ξ4, ξ5, ξ6) := M4(ξ123, ξ4, ξ5, ξ6)V̂ (ξ1 + ξ2)

−M4(ξ1, ξ234, ξ5, ξ6)V̂ (ξ2 + ξ3) +M4(ξ1, ξ2, ξ345, ξ6)V̂ (ξ3 + ξ4)

−M4(ξ1, ξ2, ξ3, ξ456)V̂ (ξ4 + ξ5). (3.73)

The key to continue our study of E2(u) is to deduce pointwise bounds on Ψ. We

dyadically localize the frequencies as |ξj| ∼ Nj. We then order the N s
j in decreasing

order to obtain: N∗1 ≥ N∗2 ≥ N∗3 ≥ N∗4 . Let us show that the following result holds:

Proposition 3.4.2. (Pointwise bound on the multiplier) Under the previous assump-
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tions, one has:

If N∗2 � N∗3 , Ψ = O(
1

(N∗1 )2
θ(N∗1 )θ(N∗2 )). (3.74)

If N∗2 ∼ N∗3 , Ψ = O(
1

(N∗1 )3
θ(N∗1 )θ(N∗2 )N∗3N

∗
4 ). (3.75)

In the proof of Proposition 3.4.2, the following bound will be useful:

Lemma 3.4.3. Suppose that |x| ≥ |y|. Then, one has:

|(θ(x))2 − (θ(y))2| . (|x| − |y|)(θ(x))2

|x|
.

We prove Proposition 3.4.2 and Lemma 3.4.3 in Appendix B of this chapter.

Using Proposition 3.4.2 and arguing as in Chapter 2, we deduce that, whenever u

is a global solution of (3.2), one has:

E2(u) ∼ E1(u). (3.76)

Arguing as in Chapter 2, the key is to deduce the following bound:

Lemma 3.4.4. For all t0 ∈ R, one has:

|E2(u(t0 + δ))− E2(u(t0))| . 1

N3−E
2(u(t0)).

We see that Theorem 3.1.2 follows from Lemma 3.4.4:

Proof. (of Theorem 3.1.2 assuming Lemma 3.4.4)

By Lemma 3.4.4, there exists C > 0 such that for all t0 ∈ R, one has:

E2(u(t0 + δ)) ≤ (1 +
C

N3− )E2(u(t0)). (3.77)

Using (3.77) iteratively, we obtain that 2 ∀T > 1 :

2Strictly speaking, we are using (3.66) to deduce that we can get the bound for all such times,
and not just those which are a multiple of δ.
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E2(u(T )) ≤ (1 +
C

N3− )d
T
δ
eE2(Φ).

Let us take:

T ∼ N3−. (3.78)

For such a choice of T , one has:

E2(u(T )) . E2(Φ). (3.79)

Using (3.63), and (3.76), it follows that:

‖u(T )‖Hs . N sE2(u(T )) . N sE2(Φ) . N s‖Φ‖Hs .

. T
s
3

+‖Φ‖Hs . (1 + T )
s
3

+‖Φ‖Hs . (3.80)

Since for times t ∈ [0, 1], we get the bound of Theorem 3.1.2 just by iterating the

local well-posedness construction, the claim for these times follows immediately. Com-

bining this observation, (3.80), recalling the approximation result, and using time-

reversibility, Theorem 3.1.2 follows.

We now prove Lemma 3.4.4.

Proof. Let us WLOG consider t0 = 0. The general case follows analogously. By

(3.72), we write:

E2(u(δ))− E2(u(0)) =

∫ δ

0

d

dt
E2(u(t))dt = −i

∫ δ

0

λ6(M6;u)dt.

We recall (3.73), and we use symmetry to deduce that it suffices to bound:

∫ δ

0

∫
ξ1+···+ξ6=0

M4(ξ123, ξ4, ξ5, ξ6)V̂ (ξ1 + ξ2)û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)û(ξ5)̂̄u(ξ6)dξjdt.
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Let v be as in Proposition 3.4.1, and let χ = χ(t) = χ[0,δ](t). The above expression is

then equal to:

∫ δ

0

∫
ξ1+···+ξ6=0

M4(ξ123, ξ4, ξ5, ξ6)V̂ (ξ1 + ξ2)v̂(ξ1)̂̄v(ξ2)v̂(ξ3)̂̄v(ξ4)v̂(ξ5)(χv̄)̂ (ξ6)dξjdt =

=

∫
τ1+···+τ4=0

∫
ξ1+ξ2+ξ3+ξ4=0

M4(ξ1, ξ2, ξ3, ξ4)

((V ∗ |v|2)v)̃ (ξ1, τ1)˜̄v(ξ2, τ2)ṽ(ξ3, τ3)(χv̄)̃ (ξ4, τ4)dξjdτj.

Let Nj, j = 1, . . . 4, be dyadic integers. We define:

IN1,N2,N3,N4 :=

∫
τ1+···+τ4=0

∫
ξ1+ξ2+ξ3+ξ4=0

M4(ξ1, ξ2, ξ3, ξ4)

((V ∗ |v|2)v)̃N1 (ξ1, τ1)˜̄vN2(ξ2, τ2)ṽN3(ξ3, τ3)(χv̄)̃N4 (ξ4, τ4)dξjdτj.

We want to bound IN1,N2,N3,N4 . Let us define by N∗j the appropriate reordering of the

Nj. We know:

N∗1 ∼ N∗2 , N
∗
1 & N. (3.81)

We have to consider two Big Cases:

Big Case 1: N∗2 � N∗3 .

Big Case 2: N∗2 ∼ N∗3 .

Big Case 1:

From Proposition 3.4.2, in this Big Case, we have the bound:
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M4 = O(
1

(N∗1 )2
θ(N∗1 )θ(N∗2 )). (3.82)

We consider several Cases:

Case 1: N∗1 ∼ N1 (and hence N∗2 ∼ N1).

Let us assume WLOG that:

N∗2 ∼ N2, N
∗
3 ∼ N3, N

∗
4 ∼ N4.

The other cases are analogous.

By using (3.95), we deduce:

|IN1,N2,N3,N4| ≤
∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0,|ξ1+ξ2+ξ3|∼N1

1

(N∗1 )2
θ(ξ1 + ξ2 + ξ3)θ(N∗2 )

|ṽ(ξ1, τ1)||˜̄v(ξ2, τ2)||ṽ(ξ3, τ3)||˜̄vN2(ξ4, τ4)||ṽN3(ξ5, τ5)||(χv̄)̃N4 (ξ6, τ6)|dξjdτj.

From (3.61), we know that:

θ(ξ1 + ξ2 + ξ3) . θ(ξ1) + θ(ξ2) + θ(ξ3).

By symmetry, we need to bound:

I1
N1,N2,N3,N4

:=

∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0,|ξ1+ξ2+ξ3|∼N1

1

(N∗1 )2
θ(ξ1)θ(N∗2 )

|ṽ(ξ1, τ1)||˜̄v(ξ2, τ2)||ṽ(ξ3, τ3)||˜̄vN2(ξ4, τ4)||ṽN3(ξ5, τ5)||(χv̄)̃N4 (ξ6, τ6)|dξjdτj .

∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0,|ξ1+ξ2+ξ3|∼N1

1

(N∗1 )2
|(Dv)̃ (ξ1, τ1)|
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|˜̄v(ξ2, τ2)||ṽ(ξ3, τ3)||(Dv̄)̃N2 (ξ4, τ4)||ṽN3(ξ5, τ5)||(χv̄)̃N4 (ξ6, τ6)|dξjdτj.

Now, |ξ1 + ξ2 + ξ3| ∼ N1, hence:

max{|ξ1|, |ξ2|, |ξ3|} & N1.

We have to consider several subcases:

Subcase 1: |ξ1| & N1.

The contribution to I1
N1,N2,N3,N4

in this subcase is:

.
∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0

1

(N∗1 )2

(
|(Dv)̃ &N1(ξ1, τ1)||ṽN3(ξ5, τ5)|

)

(
|(Dv̄)̃N2 (ξ4, τ4)||(χv̄)̃N4 (ξ6, τ6)|

)
|˜̄v(ξ2, τ2)||ṽ(ξ3, τ3)|dξjdτj =

=

∫
R

∫
R

1

(N∗1 )2
F1F2F3F4F5F6dxdt.

For the last equality, we used Parseval’s identity for the functions Fj, which are chosen

to satisfy:

F̃1 = |(Dv)̃ &N1|, F̃2 = |ṽN3|, F̃3 = |(Dv)̃N2|, F̃4 = |(χv)̃N4|, F̃5 = |ṽ|, F̃6 = |ṽ|.

We now use an L2
t,x, L

2
t,x, L

∞
t,x, L

∞
t,x Hölder inequality, Proposition 3.2.2, Proposition

5.2.5, and (3.16) to see that this expression is:

.
1

(N∗1 )2

( 1

N
1
2

1

‖Dv‖
X0, 12+‖v‖X0, 12+

)( 1

N
1
2
−

2

‖Dv‖
X0, 12+‖v‖X0, 12+

)
‖v‖2

X
1
2+, 12+
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.
1

(N∗1 )3−‖Dv‖
2

X0, 12+

.
1

(N∗1 )3−E
2(u(0)). (3.83)

Subcase 2: |ξ2| & N1.

The contribution to I1
N1,N2,N3,N4

in this subcase is:

.
∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0

1

(N∗1 )2
|(Dv)̃ (ξ1, τ1)||(v̄)̃ &N1(ξ2, τ2)|

(
|(Dv̄)̃N2 (ξ4, τ4)||(χv̄)̃N4 (ξ6, τ6)|

)
|ṽ(ξ3, τ3)||ṽN3(ξ5, τ5)|dξjdτj

We argue similarly as in the previous Subcase, but we now use an L4
t,x, L

4
t,x, L

2
t,x, L

∞
t,x, L

∞
t,x

Hölder inequality and Proposition 5.2.5 to deduce that the previous expression is:

.
1

(N∗1 )2
‖Dv‖

X0, 38+‖v&N1‖X0, 38+

( 1

N
1
2
−

2

‖Dv‖
X0, 12+‖v‖X0, 12+

)
‖v‖2

X
1
2+, 12+

.
1

(N∗1 )
7
2
−
‖Dv‖2

X0, 12+
‖v‖4

X1, 12+

.
1

(N∗1 )
7
2
−
E2(u(0)). (3.84)

(We note that we used the fact that ‖v&N1‖X0, 38+ .
1
N1
‖v‖

X1, 12+ .)

Subcase 3: |ξ3| & N1.

Subcase 3 is analogous to Subcase 2, and we get the same bound on the wanted

contribution.
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Case 2: N∗3 ∼ N1 or N∗4 ∼ N1. Let us WLOG consider the case N∗3 ∼ N1. (the

case N∗4 ∼ N1 is analogous) Let us also WLOG suppose:

N∗1 ∼ N2, N
∗
2 ∼ N3, N

∗
4 ∼ N4.

Arguing similarly as earlier, we want to estimate:

∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0,|ξ1+ξ2+ξ3|∼N1

1

(N∗1 )2
θ(N2)θ(N3)

|ṽ(ξ1, τ1)||˜̄v(ξ2, τ2)||ṽ(ξ3, τ3)||˜̄vN2(ξ4, τ4)||ṽN3(ξ5, τ5)||(χv̄)̃N4 (ξ6, τ6)|dξjdτj.

We write:

v = v
�(N∗1 )

1
2

+ v
&(N∗1 )

1
2
.

We consider the following subcases:

Subcase 1: |ξ1|, |ξ2|, |ξ3| � (N∗1 )
1
2 .

We have to estimate:

∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0,|ξ1+ξ2+ξ3|∼N1

1

(N∗1 )2
θ(N2)θ(N3)

|ṽ
�(N∗1 )

1
2
(ξ1, τ1)||˜̄v

�(N∗1 )
1
2
(ξ2, τ2)||ṽ

�(N∗1 )
1
2
(ξ3, τ3)||˜̄vN2(ξ4, τ4)||ṽN3(ξ5, τ5)||(χv̄)̃N4 (ξ6, τ6)|dξjdτj

.
∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0,|ξ1+ξ2+ξ3|∼N1

1

(N∗1 )2
(|ṽ
�(N∗1 )

1
2
(ξ1, τ1)||(Dv̄)̃ N2(ξ4, τ4)|)

(|(Dv)̃ N3(ξ5, τ5)||(χv̄)̃N4 (ξ6, τ6)|)|ṽ
�(N∗1 )

1
2
(ξ3, τ3)||ṽ

�(N∗1 )
1
2
(ξ2, τ2)|dξjdτj
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We apply an L2
t,x, L

2
t,x, L

∞
t,x, L

∞
t,x Hölder inequality, Proposition 3.2.2, and Proposi-

tion 5.2.5 to deduce that the above expression is:

.
1

(N∗1 )2

( 1

N
1
2

2

‖v‖
X0, 12+‖Dv‖X0, 12+

)( 1

N
1
2
−

3

‖Dv‖
X0, 12+‖v‖X0, 12+

)
‖v‖2

X
1
2+, 12+

.
1

(N∗1 )3−‖Dv‖
2

X0, 12+
‖v‖4

X1, 12+

.
1

(N∗1 )3−E
2(u(0)). (3.85)

Subcase 2: max{|ξ1|, |ξ2|, |ξ3|} & (N∗1 )
1
2 .

We consider WLOG when |ξ1| & (N∗1 )
1
2 . The other two cases are analogous.

Hence, we have to estimate:

∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0,|ξ1+ξ2+ξ3|∼N1

1

(N∗1 )2
θ(N2)θ(N3)

|ṽ
&(N∗1 )

1
2
(ξ1, τ1)||˜̄v(ξ2, τ2)||ṽ(ξ3, τ3)||˜̄vN2(ξ4, τ4)||ṽN3(ξ5, τ5)||(χv̄)̃N4 (ξ6, τ6)|dξjdτj

.
∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0,|ξ1+ξ2+ξ3|∼N1

1

(N∗1 )2
|ṽ
&(N∗1 )

1
2
(ξ1, τ1)||(Dv̄)̃ N2(ξ4, τ4)|

(
|(Dv)̃ N3(ξ5, τ5)||(χv̄)̃N4 (ξ6, τ6)|

)
|˜̄v(ξ2, τ2)||ṽ(ξ3, τ3)|dξjdτj

We use an L4
t,x, L

4
t,x, L

2
t,x, L

∞
t,x, L

∞
t,x Hölder inequality, and Proposition 5.2.5 to deduce

that this expression is:
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.
1

(N∗1 )2
‖v
&(N∗1 )

1
2
‖
X0, 38+‖Dv‖X0, 38+

( 1

(N3)
1
2
−
‖Dv‖

X0, 12+‖v‖X0, 12+

)
‖v‖2

X
1
2+, 12+

.
1

(N∗1 )3−‖Dv‖
2

X0, 12+
‖v‖4

X1, 12+

Here we used the fact that ‖v
&(N∗1 )

1
2
‖
X0, 38+ .

1

(N∗1 )
1
2
‖v‖

X1, 12+ .

Hence, the contribution from this Subcase is:

.
1

(N∗1 )3−E
2(u(0)). (3.86)

Combining (3.83), (3.84), (3.85), (3.86), it follows that the contribution to IN1,N2,N3,N4

coming from Big Case 1 is:

O(
1

(N∗1 )3−E
2(u(0))). (3.87)

Big Case 2: We recall that in this Big Case N∗2 ∼ N∗3 .

From Proposition 3.4.2, we observe that in Big Case 2, one has:

M4(ξ1, ξ2, ξ3, ξ4) = O(
1

(N∗1 )3
θ(N∗1 )θ(N∗2 )N∗3N

∗
4 ) (3.88)

In Big Case 2, we argue in the same way as we did for the Hartree equation on

S1 in Chapter 2. The same argument in this chapter implies that the contribution to

IN1,N2,N3,N4 coming from Big Case 2 is:

O(
1

(N∗1 )3
E2(u(0))). (3.89)

We refer the reader to the proof in Chapter 2 Let us note that in the periodic

setting, we could only get a decay factor of 1
(N∗1 )2

.
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We use (3.87),(3.89),(3.81), and sum in the N∗j to deduce Lemma 3.4.4 for t0 = 0.

By time-translation, the general claim follows.

Remark 3.4.5. If we use the method of proof of Theorem 3.1.1 for the Hartree

equation (here we just use mass and energy as conserved quantities), we can obtain

the bound ‖u(t)‖Hs ≤ C(1 + |t|)(s−1)+, which is a weaker result than Theorem 3.1.2

when s is large.

3.5 Appendix A: Auxiliary results for the cubic

nonlinear Schrödinger equation

In Appendix A, we prove Proposition 3.3.2

Proof. By continuity of Energy and Mass on H1, both of the claims clearly hold for

n = 1. For higher n, we will need to work directly with the higher conserved quantities

of (3.1). One can explicitly compute these quantities by means of a recursive formula.

The formula that we use comes from [46, 84]. Let u be a solution of (3.1). Let us

define a sequence of polynomials (Pk)k≥1 by:

P1 := |u|2,

Pk+1 := −iū ∂
∂x

(Pk
ū

) +
∑k−1

l=1 PlPk−l, for k ≥ 1.

(3.90)

Then, for all k ≥ 1,
∫
Pk dx is a conserved quantity for (3.1).

For the details, we refer the reader to [46], more precisely to Page 53, where it

is noted that formulas (4.19),(4.20),(4.34) in the textbook still remain valid for our

equation. Let us now explicitly compute:

P2 = −iū ∂
∂x
u.

P3 = −ū ∂
2

∂x2
u+

1

2
|u|4.
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P4 = iū
∂3

∂x3
u− i|u|2ū ∂

∂x
u.

The conserved quantity corresponding to P1 is:

∫
P1 dx =

∫
|u|2dx = Mass .

For the conserved quantities corresponding to P2, P3, we integrate by parts to obtain:

∫
P2 dx = − i

2

∫
(ū

∂

∂x
u− u ∂

∂x
ū)dx ∼ Momentum.

∫
P3 dx =

∫ ∣∣ ∂
∂x
u
∣∣2dx+

1

2

∫
|u|4dx ∼ Energy .

So, we recover the well-known conserved quantities this way.

We argue by induction to deduce that:

Pn = cū
∂n−1

∂xn−1
u+ l.o.t.

Again, by induction, we obtain that each lower-order term contains in total at most

n− 3 derivatives. It follows that the conserved quantity we want to study is:

En(u) :=

∫
P2n+1 dx = ±c

∫ ∣∣ ∂n
∂xn

u
∣∣2dx+ l.o.t.

Here, each lower-order term is the integral of a polynomial in x-derivatives of u, ū

containing in total at most 2n−2 derivatives. If we integrate by parts, we can arrange

so that at most n derivatives fall on one factor, and that at most n − 2 derivatives

fall on all the other factors combined. By using Hölder’s inequality 3 and by Sobolev

embedding, there exists a polynomial Qn = Qn(x) s.t.

En(u) ≥ C(‖u‖2
Ḣn −Qn(‖u‖Hn−1)‖u‖Hn). (3.91)

3we estimate the factor with the most derivatives, and an arbitrary other factor in L2; the rest
of the factors we estimate in L∞
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Similarly, if we also use multilinearity, it follows that there exists a polynomial Rn

in (x, y) s.t.

|En(u)− En(v)| . (‖u‖Hn + ‖v‖Hn)‖u− v‖Hn+

Rn(‖u‖Hn−1 , ‖v‖Hn−1)‖u− v‖Hn . (3.92)

The fact that En is continuous on Hn follows immediately from (3.92). This proves

the first part of the claim.

Furthermore, if we define:

Ẽn(u) := En(u) + ‖u‖2
L2 ,

then, by (3.91), it follows that:

Ẽn(u) ≥ Cn(‖u‖2
Hn −Qn(‖u‖Hn−1)‖u‖Hn).

This bound in turn implies:

‖u‖Hn ≤ 1

2

(
Qn(‖u‖Hn−1) +

√
(Qn(‖u‖Hn−1))2 +

4

Cn
Ẽn(u)

)
. (3.93)

We finally define:

Bn(Φ) :=
1

2

(
Qn(Bn−1(Φ)) +

√
(Qn(Bn−1(Φ)))2 +

4

Cn
Ẽn(Φ)

)
. (3.94)

We combine the fact that En is continuous on Hn, conservation of mass, (3.93), and

argue by induction to deduce the second part of the claim if we define Bn as in (3.94).
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3.6 Appendix B: Auxiliary results for the Hartree

equation

We first prove Proposition 3.4.2 assuming Lemma 3.4.3.

Proof. Let us first recall that:

V̂ ∈ L∞. (3.95)

As before, we consider |ξj| ∼ Nj for dyadic integers N1, N2, N3, N4. We order the Nj

to obtain N∗j , for j = 1, . . . , 4, s.t. N∗1 ≥ N∗2 ≥ N∗3 ≥ N∗4 . Let’s recall the localization

(3.81). By symmetry, let us also consider WLOG N∗1 ∼ N1.

We consider the following cases:

Case 1: N∗2 � N∗3 .

We must consider several subcases:

Subcase 1: N∗2 ∼ N2.

Since ξ1 + ξ2 + ξ3 + ξ4 = 0, we obtain:

|ξ2
1 − ξ2

2 + ξ2
3 − ξ2

4 | = 2|(ξ1 + ξ2)(ξ1 + ξ4)|. (3.96)

In this Subcase, this expression is:

∼ N∗1 |ξ1 + ξ2|.

By Lemma 3.4.3, we know:

|(θ(ξ1))2 − (θ(ξ2))2| . ||ξ1| − |ξ2||
(θ(ξ1))2

|ξ1|
. |ξ1 + ξ2|

θ(N∗1 )θ(N∗2 )

N∗1
.

Similarly, assuming WLOG that |ξ3| ≥ |ξ4|, we use Lemma 3.4.3, and the fact that

(θ(ξ3))2

|ξ3| .
(θ(ξ1))2

|ξ1| , if |ξ3| ≥ N , and (θ(ξ3))2 − (θ(ξ4))2 = 0, if |ξ3| ≤ N to deduce that:
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|(θ(ξ3))2 − (θ(ξ4))2| . |ξ3 + ξ4|
θ(N∗1 )θ(N∗2 )

N∗1
= |ξ1 + ξ2|

θ(N∗1 )θ(N∗2 )

N∗1

Combining the last three bounds and (3.95), we obtain:

Ψ = O(
1

(N∗1 )2
θ(N∗1 )θ(N∗2 )). (3.97)

Subcase 2: N∗2 ∼ N3.

In this subcase, we don’t expect any cancelation in neither the numerator nor the

denominator. So, we just estimate the numerator as O(θ(N∗1 )θ(N∗2 )), and we estimate

the denominator as ∼ (N∗1 )2. Consequently:

Ψ = O(
1

(N∗1 )2
θ(N∗1 )θ(N∗2 )). (3.98)

Case 2: N∗2 ∼ N∗3 .

As before, we consider two subcases:

Subcase 1: N∗3 � N∗4 .

It suffices to WLOG consider when N∗2 ∼ N2, N
∗
3 ∼ N3, N

∗
4 ∼ N4.

We have:

|ξ2
1 − ξ2

2 + ξ2
3 − ξ2

4 | = 2|(ξ1 + ξ2)(ξ1 + ξ4)| ∼ N∗1 |ξ1 + ξ2|.

We argue now as in Subcase 1 of Case 1 to obtain:

Ψ = O
( 1

(N∗1 )2
θ(N∗1 )θ(N∗2 )

)
.

Since N∗3 ∼ N∗1 , in this subcase, we obtain:

Ψ = O
( 1

(N∗1 )3
θ(N∗1 )θ(N∗2 )N∗3

)
. (3.99)

Subcase 2: N∗1 ∼ N∗2 ∼ N∗3 ∼ N∗4 .
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We know:

|ξ2
1 − ξ2

2 + ξ2
3 − ξ2

4 | ∼ |(ξ1 + ξ2)(ξ1 + ξ4)|.

We must consider several sub-subcases.

Sub-subcase 1: |ξ1 + ξ2| � 1, |ξ1 + ξ4| � 1.

Since ξ1 + ξ2 + ξ3 + ξ4 = 0, we get:

ξ3 + (ξ1 + ξ2) = −ξ4

ξ3 + (ξ1 + ξ4) = −ξ2

ξ3 + (ξ1 + ξ2) + (ξ1 + ξ4) = ξ1.

From the previous identities, the Double Mean Value Theorem (3.26), and (3.60), we

obtain that:

|(θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2| =

= |(θ(ξ3 + (ξ1 + ξ2) + (ξ1 + ξ4)))2− (θ(ξ3 + (ξ1 + ξ4)))2 + (θ(ξ3 + (ξ1 + ξ2)))2− (θ(ξ4))2|

. |ξ1 + ξ2||ξ1 + ξ4||(θ2)′′(ξ3)| . |ξ1 + ξ2||ξ1 + ξ4|
(θ(ξ3))2

|ξ3|2

. |ξ1 + ξ2||ξ1 + ξ4|
θ(N∗1 )θ(N∗2 )

(N∗1 )2

So, in this sub-subcase, we obtain that:

Ψ = O(
1

(N∗1 )2
θ(N∗1 )θ(N∗2 )) =
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= O(
1

(N∗1 )4
θ(N∗1 )θ(N∗2 )N∗3N

∗
4 ) (3.100)

Sub-subcase 2: |ξ1 + ξ4| & 1.

Here:

|ξ2
1 − ξ2

2 + ξ2
3 − ξ2

4 | = 2|ξ1 + ξ2||ξ1 + ξ4| & |ξ1 + ξ2| = |ξ3 + ξ4|.

Hence, by Lemma 3.4.3:

Ψ = O
( |(θ(ξ1))2 − (θ(ξ2))2

|ξ1 + ξ2|
+
|(θ(ξ3))2 − (θ(ξ4))2|

|ξ3 + ξ4|
)

=

= O(
1

|ξ1|
(θ(ξ1))2) = O(

1

N∗1
θ(N∗1 )θ(N∗2 )) =

O(
1

(N∗1 )3
θ(N∗1 )θ(N∗2 )N∗3N

∗
4 ) (3.101)

Sub-subcase 3: |ξ1 + ξ2| & 1.

We group the terms in the numerator as:

(
(θ(ξ1))2 − (θ(ξ4))2

)
+
(
(θ(ξ3))2 − (θ(ξ2))2

)
Then, we argue as in the previous sub-subcase to obtain:

O
( 1

(N∗1 )3
θ(N∗1 )θ(N∗2 )N∗3N

∗
4

)
(3.102)

Let us now prove Lemma 3.4.3.

Proof. We have to consider five cases:

1. N ≤ |y|, 2N ≤ |x|.
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2. N ≤ |y| ≤ |x| ≤ 2N .

3. |y| ≤ |x| ≤ N .

4. |y| ≤ N, 2N ≤ |x|.

5. |y| ≤ N ≤ |x| ≤ 2N .

We consider each case separately:

1. |(θ(x)2− (θ(y))2| ≤ (|x| − |y|) sup[|y|,|x|] |(θ2)′(z)| ≤ (|x| − |y|) sup[N,|x|] |(θ2)′(z)|

By using (3.59), this expression is:

. (|x| − |y|) sup
[N,|x|]

((θ(z))2

|z|
)
. (|x| − |y|) sup

[2N,|x|]

((θ(z))2

|z|
)

=

= (|x| − |y|) sup
[2N,|x|]

|z|2s−1

N2s
= (|x| − |y|) |x|

2s−1

N2s
= (|x| − |y|)(θ(x))2

|x|
.

2. |(θ(x))2 − (θ(y))2| ≤ (|x| − |y|) sup[|y|,|x|] |(θ2)′(z)| . (|x| − |y|) sup[|y|,|x|]
( (θ(z))2

|z|

)
For z ∈ [|y|, |x|], one has:

(θ(z))2

|z|
∼ (θ(N))2

|N |
∼ (θ(x))2

|x|
.

Hence, we get the wanted bound in this case.

3. In this case: (θ(x))2 − (θ(y))2 = 0.

4. |(θ(x))2 − (θ(y))2| = | |x|
2s

N2s − (θ(N))2|, and we argue as in the first case.

5. |(θ(x))2 − (θ(y))2| = |(θ(x))2 − (θ(N))2|, and we argue as in the second case.

Lemma 3.4.3 now follows.
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3.7 Appendix C: The derivative nonlinear Schrödinger

equation

In this Appendix, we give a brief sketch of the proof of (3.12).

We don’t consider derivative nonlinear Schrödinger equation directly. Rather, we

argue as in [61, 64, 65], and we apply to (3.10) the following gauge transform:

Gf(x) := e−i
∫ x
−∞ |f(y)|2dyf(x). (3.103)

For u a solution of (3.10),we take w := Gu. Then, it can be shown that w solves:

iwt + ∆w = −iw2w̄x − 1
2
|w|4w

w(x, 0) = w0(x) = GΦ(x), x ∈ R, t ∈ R.
(3.104)

The equation (3.104) has as a corresponding Hamiltonian:

E(f) :=

∫
∂xf∂xf̄dx−

1

2
Im

∫
ff̄f∂xf̄dx. (3.105)

Although the problem is not defocusing a priori, in [31],[32], it is noted that the

smallness condition (3.11) guarantees that the energy E(w(t)) is positive and that it

gives us a priori bounds on ‖w(t)‖H1 .

It can be shown that the gauge transform satisfies the following boundedness

property:

Gauge transform bound. For s ≥ 1, there exists a polynomial Ps = Ps(x) such

that:

‖Gf‖Hs ≤ Ps(‖f‖H1)‖f‖Hs ,

‖G−1f‖Hs ≤ Ps(‖f‖H1)‖f‖Hs .
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From the bi-continuity of gauge transform, and the uniform bounds on ‖w(t)‖H1 , it

suffices to prove for solutions of (3.104) the bounds that we want to hold for solutions

of the derivative NLS.

One can show that a local-in-time estimate, analogous to Proposition 3.4.1, holds

for (3.104). The key is to use the following:

Trilinear Estimate. Let s ≥ 1, b ∈ (1
2
, 5

8
], b′ > 1

2
, then for v1, v2, v3 : R×R→ C, the

following estimate holds:

‖v1v2(v3)x‖Xs,b−1 . ‖v1‖X1,b′‖v2‖X1,b′‖v3‖Xs,b′

+‖v1‖X1,b′‖v2‖Xs,b′‖v3‖X1,b′ + ‖v1‖Xs,b′‖v2‖X1,b′‖v3‖X1,b′ . (3.106)

This estimate is the analogue of Proposition 2.4. in [104], where the identical

statement is proved in the context of low regularities. The proof for s ≥ 1 is similar,

with minor modifications.

We now argue as in Theorem 3.1.2, by using the technique of higher modified

energies. We define E1 as before. We consider the higher modified energy E2 given

by:

E2(w) := E1(w) + λ4(M4;w). (3.107)

Using the equation (3.104), it follows that a good choice for the multiplier M4 on

the set Γ4 is:

M4 ∼
(θ(ξ1))2ξ3 + (θ(ξ2))2ξ4 + (θ(ξ3))2ξ1 + (θ(ξ4))2ξ2

ξ2
1 − ξ2

2 + ξ2
3 − ξ2

4

(3.108)

We define the ordered dyadic localizations N∗j as before. With this notation, one

can show the following:

Multiplier bound. On Γ4, one has the pointwise bound:

|M4| .
1

N∗1
θ(N∗1 )θ(N∗2 ). (3.109)
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By construction of M4, we obtain:

d

dt
E2(w(t)) =

d

dt
E1(w) +

d

dt
λ4(M4;w)

= λ6(σ6;w) + λ6(M6;w) + λ8(M8;w). (3.110)

Here:

σ6 = (θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2 + (θ(ξ5))2 − (θ(ξ6))2. (3.111)

M6 ∼M4(ξ123, ξ4, ξ5, ξ6)ξ2 +M4(ξ1, ξ234, ξ5, ξ6)ξ3

+M4(ξ1, ξ2, ξ345, ξ6)ξ4 +M4(ξ1, ξ2, ξ3, ξ456)ξ5. (3.112)

M8 ∼M4(ξ12345, ξ6, ξ7, ξ8)−M4(ξ1, ξ23456, ξ7, ξ8)

+M4(ξ1, ξ2, ξ34567, ξ8)−M4(ξ1, ξ2, ξ3, ξ45678). (3.113)

Using (3.110) and (3.109), we can argue similarly as in the proof of Theorem 3.1.2

to deduce that:

|E2(w(t0 + δ))− E2(w(t0))| . 1

N
1
2
−
E2(w(t0)). (3.114)

The bound for the derivative NLS follows from (3.114). �
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Chapter 4

Bounds on T2 and R2

4.1 Introduction

In this chapter, we study the 2D Hartree initial value problem:

iut + ∆u = (V ∗ |u|2)u, x ∈ T2 or x ∈ R2, t ∈ R

u|t=0 = Φ ∈ Hs(T2), or Φ ∈ Hs(R2), s > 1.

(4.1)

The assumptions that we have on V are the following:

(i) V ∈ L1(T2), or V ∈ L1(R2), respectively.

(ii) V ≥ 0.

(iii) V is even.

The equation (4.1) has the following conserved quantities:

M(u(t)) :=

∫
|u(x, t)|2dx, (Mass)

E(u(t)) :=
1

2

∫
|∇u(x, t)|2dx+

1

4

∫
(V ∗ |u|2)(x, t)|u(x, t)|2dx, (Energy).
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The region of integration is either T2 or R2, depending whether we are considering

the periodic or the non-periodic setting. As in the one-dimensional case, the fact that

mass is conserved follows from the fact that V is real-valued. The fact that energy is

conserved follows from integration by parts, by using the fact that V is even [28].

By using the two conservation laws, and by arguing as in [52], we can deduce

global existence of (4.1) in H1 and a priori bounds on the H1 norm of a solution, in

the non-periodic setting. By persistence of regularity, we obtain global existence in

Hs, for s > 1. Hence, it makes sense to analyze the behavior of ‖u(t)‖Hs . A similar

argument holds in the periodic setting, whereas here, we need to use periodic variants

of Strichartz estimates [9].

4.1.1 Statement of the main results

The first result that we prove is:

Theorem 4.1.1. (Bound for the Hartree equation on T2) Let u be the global solution

of (4.1) on T2. Then, there exists a function Cs, continuous on H1(T2) such that for

all t ∈ R :

‖u(t)‖Hs(T2) ≤ Cs(Φ)(1 + |t|)s+‖Φ‖Hs(T2). (4.2)

Similarly, in the non-periodic setting one has:

Theorem 4.1.2. (Bound for the Hartree equation on R2) Let u be the global solution

of (4.1) on R2. Then, there exists a function Cs, continuous on H1(R2) such that for

all t ∈ R :

‖u(t)‖Hs(R2) ≤ Cs(Φ)(1 + |t|)
4
7
s+‖Φ‖Hs(R2). (4.3)

Heuristically, we expect to get a better bound in the non-periodic setting, due to

the presence of stronger dispersion.

In the non-periodic setting, let us formally take V = δ. Then, (4.1) becomes:
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iut + ∆u = |u|2u, x ∈ T2 or x ∈ R2, t ∈ R

u|t=0 = Φ ∈ Hs(T2) or Φ ∈ Hs(R2), s > 1.

(4.4)

The Cauchy problem (4.4) is also known to be globally well-posed in Hs [51]. We will

see that the proof of Theorem 4.1.2 holds when we formally take V = δ. Hence, we

also deduce the following:

Corollary 4.1.3. (Bound for the Cubic NLS on R2) Let u be the global solution of

(4.4) on R2. Then, there exists a function Cs, continuous on H1(R2) such that for

all t ∈ R :

‖u(t)‖Hs(R2) ≤ Cs(Φ)(1 + |t|)
4
7
s+‖Φ‖Hs(R2). (4.5)

Corollary 4.1.3 improves the previously known bound ‖u(t)‖Hs . (1+|t|) 2
3
s+‖Φ‖Hs ,

for all s ∈ N. The latter bound was proved in [30]. However, after the submission of

our paper, Dodson [44] proved that the equation (4.4) scatters in L2(R2). From this

fact, one can deduce uniform bounds on ‖u(t)‖Hs .

We can also take V = δ in the periodic setting.

Corollary 4.1.4. (Bound for the Cubic NLS on T2) Let u be the global solution of

(4.4) on T2. Then, there exists a function Cs, continuous on H1(T2) such that for all

t ∈ R :

‖u(t)‖Hs(T2) ≤ Cs(Φ)(1 + |t|)s+‖Φ‖Hs(T2). (4.6)

We note that essentially the same bound was proved for s ∈ N in [118].

4.1.2 Previously known results

We note that the growth of high Sobolev norms for the cubic NLS on T2 was previously

studied in [118]. The presented methods can be applied to (4.1). The bounds are

essentially the same as we obtain in Theorem 4.1.1. However, the approach from [118]

applies only to the case when s is a positive integer, whereas our method works for

all real s ≥ 1.
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If we knew that (4.1) scattered in Hs, we would immediately obtain uniform

bounds on ‖u(t)‖Hs . However, in the periodic setting, no scattering results have ever

been proved, and one doesn’t expect them to hold due to limited dispersion. In the

non-periodic setting, there are several known scattering results [49, 55, 54, 56, 63, 85],

but none of them are strong enough to imply scattering in Hs for (4.1) on R2. For a

detailed explanation, we refer the reader to Remark 4.4.6. It is not known whether

the methods presented in [44] apply to the (4.1).

Let us finally mention that the problem of Sobolev norm growth for the cubic NLS

on T2 was also recently studied in [39], but in the sense of bounding the growth from

below. In this paper, the authors exhibit the existence of smooth solutions of the

cubic defocusing nonlinear Schrödinger equation on T2, whose Hs norm is arbitrarily

small at time zero, and is arbitrarily large at some large finite time. One should note

that behavior at infinity is still an open problem. If one starts from a specific initial

data containing only five frequencies, an analysis of which Fourier modes become

excited has recently been studied in [25] by different methods.

4.1.3 Main ideas of the proofs

As in the previous chapters, the main idea is to define D to be an upside-down I-

operator. Similarly as before, we will use higher modified energies, i.e. quantities

obtained from ‖Du(t)‖2
L2 by adding an appropriate multilinear correction. In this

way, we will obtain E2(u(t)) ∼ ‖Du(t)‖2
L2 , which is even more slowly varying. Due to

more a more complicated resonance phenomenon in two dimensions, the construction

of E2 is going to be more involved than it was in one dimension. In the periodic

setting, E2 is constructed in Subsection 4.3.3. In the non-periodic setting, E2 is

constructed in Subsection 4.4.3.

We prove Theorem 4.1.1 and Theorem 4.1.2 for initial data Φ, which we assume

lies only in Hs(T2) and Hs(R2), respectively. We don’t assume any further regularity

on the initial data. However, in the course of the proof, we work with Φ which is

smooth, in order to make our formal calculations rigorous. The fact that we can
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do this follows from an appropriate Approximation Lemma (Proposition 4.3.2 and

Proposition 4.4.2).

4.2 Facts from harmonic analysis

4.2.1 Estimates on T2

By Sobolev embedding on T2, we know that, for all 2 ≤ q <∞, one has:

‖u‖Lq . ‖u‖H1 (4.7)

From [58], we know that on T2:

‖u‖L4
t,x
. ‖u‖

X0+, 12+ (4.8)

(A similar local-in-time estimate was earlier noted in [9].)

By Plancherel’s Theorem, one has:

‖u‖L2
t,x
∼ ‖u‖X0,0 (4.9)

From Sobolev embedding, it follows that:

‖u‖L∞t,x . ‖u‖X1+, 12+ (4.10)

If we take the 1
2
+ in (4.8) to be very close to 1

2
, we can interpolate between (4.8) and

(4.9) to deduce:

‖u‖L4−
t,x
. ‖u‖

X0+, 12−
(4.11)

Similarly, we can interpolate between (4.8) and (4.10) to obtain:

‖u‖L4+
t,x
. ‖u‖

X0+, 12+ (4.12)
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Lemma 4.2.1. Let c < d be real numbers, and let us denote by χ = χ(t) = χ[c,d](t).

One then has, for all s ∈ R, and for all b < 1
2
:

‖χu‖Xs,b(R×Λ) . ‖u‖Xs,b+(R×Λ).

Here, Λ denotes either T2 or R2.

The proof of Lemma 4.2.1 is the same as the proof of Lemma 2.2.1 (see also

[24, 36]). From the proof, we note that the implied constant is independent of c and

d. We omit the details.

We can interpolate between (4.9) and (4.10) to deduce that, for M � 1, one has:

‖u‖LMt,x . ‖u‖X1, 12+ (4.13)

Furthermore, from Sobolev embedding in time, we know that:

‖u‖L∞t L2
x
. ‖u‖

X0, 12+ (4.14)

We can interpolate between (4.9) and (4.14) to obtain:

‖u‖L4
tL

2
x
. ‖u‖

X0, 14+ (4.15)

An additional estimate we will use is:

‖u‖L4
t,x
. ‖u‖

X
1
2+, 14+ (4.16)

The estimate (4.16) is a consequence of the following:

Lemma 4.2.2. Suppose that Q is a ball in Z2 of radius N , and center n0. Suppose

that u satisfies supp û ⊆ Q. Then, one has:

‖u‖L4
t,x
. N

1
2‖u‖

X0, 14+ . (4.17)

Lemma 5.2.6 is proved in [15] by using the Hausdorff-Young inequality and Hölder’s
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inequality. We omit the details.

To deduce (4.16), we write u =
∑

N uN . By the triangle inequality and Lemma

5.2.6, we obtain:

‖u‖L4
t,x
≤
∑
N

‖uN‖L4
t,x
.
∑
N

N
1
2‖uN‖X0, 14+

.
∑
N

1

N0+
‖uN‖X 1

2+, 14+ . ‖u‖X 1
2+, 14+

We can now interpolate between (4.8) and (4.16) to deduce:

‖u‖L4
t,x
. ‖u‖Xs1,b1 (4.18)

whenever 1
4
< b1 <

1
2
+, s1 > 1− 2b1.

By using an appropriate transformation, as in Lemma 2.4 in [58], we see that

(4.18) implies:

Lemma 4.2.3. Suppose that u is as in the assumptions of Lemma 5.2.6, and suppose

that b1, s1 ∈ R satisfy 1
4
< b1 <

1
2
+, s1 > 1− 2b1. Then, one has:

‖u‖L4
t,x
. N s1‖u‖X0,b1 . (4.19)

4.2.2 Estimates on R2

We note that all the mentioned estimates in the periodic setting carry over to the

non-periodic setting. However, there are some estimates which hold only in the non-

periodic setting, which express the fact that the dispersion phenomenon is stronger

on R2 than on T2. Such estimates allow us to get a better bound in Theorem 4.1.2

than the one we obtained in Theorem 4.1.1.

The first modification is that, on the plane, (4.8) is improved to:
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‖u‖L4
t,x
. ‖u‖

X0, 12+ . (4.20)

Consequently, one can improve (4.11) to:

‖u‖L4−
t,x
. ‖u‖

X0, 12−
. (4.21)

On the plane, we will use the following estimate:

‖u‖L2+
t,x
. ‖u‖X0+,0+ . (4.22)

(4.22) follows from (4.20), the fact that ‖u‖L2
t,x
∼ ‖u‖X0,0 , and interpolation.

Furthermore, a key fact is the following result, which was first noted by Bourgain

in [14]:

Proposition 4.2.4. (Improved Strichartz Estimate) Suppose that N1, N2 are dyadic

integers such that N1 � N2, and suppose that u, v ∈ X0, 1
2

+(R2 ×R) satisfy, for all t:

supp û(t) ⊆ {|ξ| ∼ N1}, and supp v̂(t) ⊆ {|ξ| ∼ N2}. Then, one has:

‖uv‖L2
t,x
.
N

1
2

2

N
1
2

1

‖u‖
X0, 12+‖v‖X0, 12+ . (4.23)

An alternative proof (in the 1D case) is given in [31].

Let us note the following corollary of Proposition 4.2.4.

Corollary 4.2.5. Let u, v ∈ X0, 1
2

+(R2 × R) be as in the assumptions of Proposition

4.2.4. Then one has:

‖uv‖L2+
t L2

x
.

N
1
2

2

N
1
2
−

1

‖u‖
X0, 12+‖v‖X0, 12+ . (4.24)

Proof. We observe that:

‖uv‖L∞t L2
x
≤ ‖u‖L∞t L4

x
‖v‖L∞t L4

x
. N

1
2

1 ‖u‖L∞t L2
x
N

1
2

2 ‖v‖L∞t L2
x
.
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. N
1
2

1 N
1
2

2 ‖u‖X0, 12+‖v‖X0, 12+ . (4.25)

In order to deduce this bound, we used Bernstein’s inequality, and the non-periodic

analogue of (4.14).

For completeness, we recall Bernstein’s inequality [106]. Namely, if 1 ≤ p ≤ q ≤

∞, and if f ∈ Lp(R2) satisfies supp f̂ ⊆ {|ξ| ∼ N}, then one has:

‖f‖Lqx . N
2
p
− 2
q ‖f‖Lpx . (4.26)

We interpolate between (4.23) and (4.25) and the Corollary follows.

As in the previous chapter, we will have to work with the Fourier transform of

χ = χ[t0,t0+δ](t), the characteristic function of the time interval [t0, t0 + δ]. We treat

this issue as before. Let us briefly recall that, given φ ∈ C∞0 (R) with 0 ≤ φ ≤

1,
∫
R φ(t) dt = 1 , and λ > 0, we define: φλ(t) := 1

λ
φ( t

λ
). Given a scale N > 1, we

write:

χ(t) = a(t) + b(t), for a := χ ∗ φN−1 . (4.27)

We recall Lemma 8.2. of [31], by which one has the estimate:

‖a(t)f‖
X0, 12+ . N0+‖f‖

X0, 12+ . (4.28)

(The implied constant here is independent of N .)

On the other hand, for any M ∈ (1,+∞), one obtains by Young’s Inequality:

‖b‖LMt ≤ C(M,Φ).

If we now define:

b1(t) :=

∫
R
|b̂(τ)|eitτdτ. (4.29)
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One also has, as before:

‖b1‖LMt ≤ C(M,Φ). (4.30)

We will frequently use the following consequence of Proposition 4.2.4

Proposition 4.2.6. (Improved Strichartz Estimate with rough cut-off in time) Let

u, v ∈ X0, 1
2

+(R2 × R) satisfy the assumptions of Proposition 4.2.4. Suppose that

N1 & N . Let u1, v1 be given by:

ũ1 := |(χu)̃ |, ṽ1 := |ṽ |.

Then one has:

‖u1v1‖L2
t,x
.

N
1
2

2

N
1
2
−

1

‖u‖
X0, 12+‖v‖X0, 12+ (4.31)

The same bound holds if

ũ1 := |ũ |, ṽ1 := |(χv)̃ |.

Proposition 5.2.5 follows from Proposition 4.2.4, Corollary 4.2.5, the decomposi-

tion (4.27), and the estimates associated to this decomposition. We omit the details

of the proof. An analogous statement is proved in one dimension in [96]. The only

difference is that on R2, the coefficient on the right-hand side of (4.23) is
N

1
2
2

N
1
2
1

, instead

of 1

N
1
2
1

, and hence we obtain the coefficient
N

1
2
2

N
1
2−
1

on the right-hand side of (4.31).

We also must consider estimates on the product uv, when u and v are localized

in dyadic annuli as before, but when we no longer assume that N1 � N2.

By using Hölder’s inequality and (4.20), it follows that:

‖uv‖L2
t,x
≤ ‖u‖L4

t,x
‖v‖L4

t,x
. ‖u‖

X0, 12+‖v‖X0, 12+ (4.32)

We note that (4.25) still holds. We now interpolate between (4.25) and (4.32) to

deduce:
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‖uv‖L2+
t L2

x
. N0+

1 N0+
2 ‖u‖X0, 12+‖v‖X0, 12+ (4.33)

An additional form of a bilinear Strichartz Estimate that we will have to use will

be the following bound, which was first observed in [38]:

Proposition 4.2.7. (Angular Improved Strichartz Estimate) Let 0 < N1 ≤ N2 be

dyadic integers, and suppose θ0 ∈ (0, 1). Suppose vj ∈ X0, 1
2

+, j = 1, 2 satisfy:

suppv̂j ⊆ {|ξ| ∼ Nj}. Then the function F defined by:

F (t, x) :=

∫
R

∫
R

∫
R2

∫
R2

eit(τ1+τ2)+i〈x,ξ1+ξ2〉χ| cos∠(ξ1,ξ2)|≤θ0 ṽ1(ξ1, τ1)ṽ2(ξ2, τ2)dξ1dξ2dτ1dτ2

obeys the bound:

‖F‖L2
t,x
. θ

1
2
0 ‖v1‖X0, 12+‖v2‖X0, 12+ (4.34)

For the proof of Proposition 4.2.7, we refer the reader to the proof of Lemma 8.2.

in [38].

We record the 2D version of the Double Mean Value Theorem:

Proposition 4.2.8. Let f ∈ C2(R). Suppose that x, η, µ ∈ R2 are such that:

|η|, |µ| � |x|. Then, one has:

|f(x+ η + µ)− f(x+ η)− f(x+ µ) + f(x)| . |η||µ|‖∇2f(x)‖. (4.35)

The proof of Proposition 4.2.8 follows from the standard Mean Value Theorem.

4.3 The Hartree equation on T2

4.3.1 Definition of the D-operator

As in our previous work [97, 96], we want to define an upside-down I operator. We

start by defining an appropriate multiplier:
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Suppose N > 1 is given. Let θ : Z2 → R be given by:

θ(n) :=


( |n|
N

)s
, if |n| ≥ N

1, if |n| ≤ N

(4.36)

Then, if f : T2 → C, we define Df by:

D̂f(n) := θ(n)f̂(n). (4.37)

We observe that:

‖Df‖L2 .s ‖f‖Hs .s N
s‖Df‖L2 . (4.38)

Our goal is to then estimate ‖Du(t)‖L2 , from which we can estimate ‖u(t)‖Hs by

(4.38). In order to do this, we first need to have good local-in-time bounds.

4.3.2 Local-in-time bounds

Let u denote the global solution to (4.1) on T2. One then has:

Proposition 4.3.1. (Local-in-time bounds for the Hartree equation on T2) There

exist δ = δ(s, E(Φ),M(Φ)), C = C(s, E(Φ),M(Φ)) > 0, which are continuous in

energy and mass, such that for all t0 ∈ R, there exists a globally defined function

v : T2 × R→ C such that:

v|[t0,t0+δ] = u|[t0,t0+δ]. (4.39)

‖v‖
X1, 12+ ≤ C(s, E(Φ),M(Φ)) (4.40)

‖Dv‖
X0, 12+ ≤ C(s, E(Φ),M(Φ))‖Du(t0)‖L2 . (4.41)

Proposition 4.3.1 is similar to local-in-time bounds we had to prove in Chapters
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2 and 3. Since we are working in two dimensions, the proof is going to be a little

different. Our proof of Proposition 4.3.1 is similar to the proof of Theorem 2.7. in

Chapter V of [15]. For completeness, we present it in the Appendix of this chapter.

As before, Proposition 4.3.1 implies the following:

Proposition 4.3.2. (Approximation Lemma for the Hartree equation on T2)

If Φ satisfies:

iut + ∆u = (V ∗ |u|2)u,

u(x, 0) = Φ(x).

(4.42)

and if the sequence (u(n)) satisfies:

iu
(n)
t + ∆u(n) = (V ∗ |u(n)|2)u(n),

u(n)(x, 0) = Φn(x).

(4.43)

where Φn ∈ C∞(T2) and Φn
Hs

−→ Φ, then, one has for all t:

u(n)(t)
Hs

−→ u(t).

The mentioned approximation Lemma allows us to work with smooth solutions

and pass to the limit in the end. Namely, we note that if we take initial data Φn as

earlier, then u(n)(t) will belong to H∞(T2) for all t. This allows us to rigorously justify

all of our calculations. Now, we want to argue by density. For this, we first need to

know that energy and mass are continuous on H1 The fact that mass is continuous

on H1 is obvious. To see that energy is continuous on H1, let 1 = 1
1+

+ 1
M

. Then, by

Hölder’s inequality, Young’s inequality, and (4.7), we obtain:

|
∫

(V ∗ (u1u2))u3u4dx| ≤ ‖V ∗ (u1u2)‖L1+
x
‖u3u4‖LMx

≤ ‖V ‖L1
x
‖u1‖L2+

x
‖u2‖L2+

x
‖u3‖L2M

x
‖u4‖L2M

x
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. ‖u1‖H1‖u2‖H1‖u3‖H1‖u4‖H1 . (4.44)

Continuity of energy on H1 follows from (4.44).

Now, by continuity of mass,energy, and the Hs norm on Hs, it follows that:

M(Φn)→M(Φ), E(Φn)→ E(Φ), ‖Φn‖Hs → ‖Φ‖Hs .

Suppose that we knew that Theorem 4.1.1 were true in the case of smooth solu-

tions. Then, for all t ∈ R, it would follow that:

‖u(n)(t)‖Hs ≤ C(s, k, E(Φn),M(Φn))(1 + |t|)2s+‖Φn‖Hs ,

The claim for u would now follow by applying the continuity properties of C and

the Approximation Lemma. So, from now on, we can work with Φ ∈ C∞(T2).

4.3.3 A higher modified energy and an iteration bound

As in [97, 96], we let:

E1(u(t)) := ‖Du(t)‖2
L2 .

Arguing as in [97, 96], we obtain that for some c ∈ R, one has:

d

dt
E1(u(t)) = ic

∑
n1+n2+n3+n4=0

(
(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − ((θ(n4))2

)

V̂ (n3 + n4)û(n1)̂̄u(n2)û(n3)̂̄u(n4) (4.45)

As in the previous works, we consider the higher modified energy :

E2(u) := E1(u) + λ4(M4;u) (4.46)
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The quantity M4 will be determined soon.

The modified energy E2 is obtained by adding a “multilinear correction” to the

modified energy E1 we considered earlier. In order to find d
dt
E2(u), we need to find

d
dt
λ4(M4;u). If we fix a multiplier M4, we obtain:

d

dt
λ4(M4;u) =

−iλ4(M4(|n1|2 − |n2|2 + |n3|2 − |n4|2);u)

−i
∑

n1+n2+n3+n4+n5+n6=0

[
M4(n123, n4, n5, n6)V̂ (n1 + n2)

−M4(n1, n234, n5, n6)V̂ (n2 + n3) +M4(n1, n2, n345, n6)V̂ (n3 + n4)

−M4(n1, n2, n3, n456)V̂ (n4 + n5)
]
û(n1)̂̄u(n2)û(n3)̂̄u(n4)û(n5)̂̄u(n6) (4.47)

We can compute that for (n1, n2, n3, n4) ∈ Γ4, one has:

|n1|2 − |n2|2 + |n3|2 − |n4|2 = 2n12 · n14 (4.48)

We notice that the numerator vanishes not only when n12 = n14 = 0, but also when

n12 and n14 are orthogonal. Hence, on Γ4, it is possible for |n1|2−|n2|2+|n3|2−|n4|2 to

vanish, but for (θ(n1))2− (θ(n2))2 +(θ(n3))2− (θ(n4))2 to be non-zero. Consequently,

unlike in our previous work on the 1D Hartree equation in Chapters 2 and 3, we

can’t cancel the whole quadrilinear term in (4.45). We remedy this by canceling the

non-resonant part of the quadrilinear term. A similar technique was used in [38].

More precisely, given β0 � 1, which we determine later, we decompose:

Γ4 = Ωnr t Ωr.

Here, the set Ωnr of non-resonant frequencies is defined by:
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Ωnr := {(n1, n2, n3, n4) ∈ Γ4;n12, n14 6= 0, |cos∠(n12, n14)| > β0} (4.49)

and the set Ωr of resonant frequencies Ωr is defined to be its complement in Γ4.

We now define the multiplier M4 by:

M4(n1, n2, n3, n4) :=

c
((θ(n1))2−(θ(n2))2+(θ(n3))2−(θ(n4))2)

|n1|2−|n2|2+|n3|2−|n4|2 V̂ (n3 + n4) , if (n1, n2, n3, n4) ∈ Ωnr

0, if (n1, n2, n3, n4) ∈ Ωr

(4.50)

Let us now define the multiplier M6 on Γ6 by:

M6(n1, n2, n3, n4, n5, n6) := M4(n123, n4, n5, n6)V̂ (n1+n2)−M4(n1, n234, n5, n6)V̂ (n2+n3)+

+M4(n1, n2, n345, n6)V̂ (n3 + n4)−M4(n1, n2, n3, n456)V̂ (n4 + n5) (4.51)

We now use (4.45) and (4.47), and the construction of M4 and M6 to deduce that

1:

d

dt
E2(u) =∑

n1+n2+n3+n4=0,|cos∠(n12,n14)|≤β0

(
(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2

)
V̂ (n3 + n4)

û(n1)̂̄u(n2)û(n3)̂̄u(n4)+

+
∑

n1+n2+n3+n4+n5+n6=0

M6(n1, n2, n3, n4, n5, n6)û(n1)̂̄u(n2)û(n3)̂̄u(n4)û(n5)̂̄u(n6)

=: I + II (4.52)

1Since (θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2 = 0 whenever n12 = 0 or n14 = 0, the terms
where n12 = 0 or n14 = 0 don’t contribute to the first sum. We henceforth don’t have to worry
about defining the quantity cos(0, ·)
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Before we proceed, we need to prove pointwise bounds on the multiplier M4.

In order to do this, let (n1, n2, n3, n4) ∈ Γ4 be given. We dyadically localize the

frequencies, i.e, we find dyadic integers Nj s.t. |nj| ∼ Nj. We then order the Nj’s

to obtain: N∗1 ≥ N∗2 ≥ N∗3 ≥ N∗4 . We slightly abuse notation by writing θ(N∗j ) for

θ(N∗j , 0).

Lemma 4.3.3. With notation as above, the following bound holds:

M4 = O
( 1

β0

1

(N∗1 )2
θ(N∗1 )θ(N∗2 )

)
. (4.53)

Proof. By construction of the set Ωnr, and by the fact that |V̂ | . 1, we note that:

|M4| .
|(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2|

|n12||n14|β0

(4.54)

Let us assume, without loss of generality, that:

|n1| ≥ |n2|, |n3|, |n4|, and |n12| ≥ |n14|. (4.55)

We now have to consider three cases:

Case 1: |n1| ∼ |n12| ∼ |n14|

In this Case, one has:

M4 = O
( 1

β0

(θ(n1))2

|n1|2
)

= O
( 1

β0

1

(N∗1 )2
θ(N∗1 )θ(N∗2 )

)
Case 2: |n1| ∼ |n12| � |n14|

We use the Mean Value Theorem, and monotonicity properties of the function

(θ(n))2

|n| to deduce:

(θ(n1))2 − (θ(n4))2 = (θ(n1))2 − (θ(n1 − n14))2 = O
(
|n14|

(θ(n1))2

|n1|
)

(4.56)

(θ(n2))2 − (θ(n3))2 = (θ(n3 + n14))2 − (θ(n3))2 =
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O
(
|n14| sup

N≤|z|.|n1|

(θ(z))2

|z|
)

= O
(
|n14|

(θ(n1))2

|n1|
)
. (4.57)

Using (4.54), (4.56), (4.57), and the fact that |n12| ∼ |n1|, it follows that:

M4 = O
((θ(n1))2

|n1|2β0

)
= O

( 1

β0

1

(N∗1 )2
θ(N∗1 )θ(N∗2 )

)
.

Case 3: |n1| � |n12|, |n14|

We write:

(θ(n1))2−(θ(n2))2+(θ(n3))2−(θ(n4))2 = (θ(n1))2−(θ(n1−n12))2+(θ(n1−n12−n14))2−(θ(n1−n14))2

By using the Double Mean-Value Theorem (4.35), it follows that this expression

is O
( (θ(n1))2

|n1|2 |n12||n14|
)
.

Consequently:

M4 = O
( 1

β0

1

(N∗1 )2
θ(N∗1 )θ(N∗2 )

)
.

The Lemma now follows.

Let us choose:

β0 ∼
1

N
(4.58)

The reason why we choose such a β0 will become clear later. For details, see Remark

4.3.6.

Hence Lemma 4.3.3 implies:

M4 = O
( N

(N∗1 )2
θ(N∗1 )θ(N∗2 )

)
. (4.59)

The bound from (4.59) allows us to deduce the equivalence of E1 and E2. We

have the following bound:
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Proposition 4.3.4. One has that:

E1(u) ∼ E2(u). (4.60)

Here, the constant is independent of N as long as N is sufficiently large.

Proof. We estimate E2(u)− E1(u) = λ4(M4;u). By construction, one has:

|λ4(M4;u)| .
∑

n1+n2+n3+n4=0

|M4(n1, n2, n3, n4)||û(n1)||̂̄u(n2)||û(n3)||̂̄u(n4)|

Let us dyadically localize the nj, i.e., we find Nj dyadic integers such that |nj| ∼

Nj. We consider the case when N1 ≥ N2 ≥ N3 ≥ N4. The other cases are analogous.

We know that the nonzero contributions occur when:

N1 ∼ N2 & N (4.61)

Let us denote the corresponding contribution to λ4(M4;u) by IN1,N2,N3,N4 . We use

Parseval’s identity and (4.59) to deduce that:

|IN1,N2,N3,N4 | .
∑

n1+n2+n3+n4=0,|nj |∼Nj

N

N2
1

|D̂uN1(n1)||D̂ūN2(n2)||ûN3(n3)||̂̄uN4(n4)|

Let us define Fj : j = 1, . . . , 4 by:

F̂1 := |D̂uN1|, F̂2 := |D̂uN2|, F̂3 := |ûN3|, F̂4 := |ûN4|.

By Parseval’s identity, one has:

|IN1,N2,N3,N4| .
N

N2
1

∫
T2

F1F2F3F4dx
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which by an L2
x, L

2
x, L

∞
x , L

∞
x Hölder’s inequality is:

.
N

N2
1

‖F1‖L2
x
‖F2‖L2

x
‖F3‖L∞x ‖F4‖L∞x

Furthermore, we use Sobolev embedding, and the fact that taking absolute values in

the Fourier transform doesn’t change Sobolev norms to deduce that this expression

is:

.
N

N2
1

‖F1‖L2
x
‖F2‖L2

x
‖F3‖H1+

x
‖F4‖H1+

x
.

N

N2
1

‖DuN1‖L2
x
‖DuN2‖L2

x
‖uN3‖H1+

x
‖uN4‖H1+

x
.

.
N

N2−
1

‖Du‖2
L2
x
‖u‖2

H1
x
.

N

N2−
1

E1(u)

Here, we used the fact that ‖u‖H1
x
. 1.

We now recall (4.61) and sum in the Nj to deduce that:

|E2(u)− E1(u)| = |λ4(M4;u)| . 1

N1−E
1(u).

The claim now follows.

Let δ > 0, v be as in Proposition 4.3.1. For t0 ∈ R, we are interested in estimating:

E2(u(t0 + δ))− E2(u(t0)) =

∫ t0+δ

t0

d

dt
E2(u(t))dt =

∫ t0+δ

t0

d

dt
E2(v(t))dt

The iteration bound that we will show is:

Lemma 4.3.5. For all t0 ∈ R, one has:

∣∣E2(u(t0 + δ))− E2(u(t0))
∣∣ . 1

N1−E
2(u(t0)).

Arguing as in Chapter 2, Theorem 4.1.1 will follow from Lemma 4.3.5. Let us
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prove Lemma 4.3.5.

Proof. (of Lemma 4.3.5)

Let us WLOG consider t0 = 0. The general claim will follow by time translation,

and the fact that all of the implied constants are uniform in time. Let v be the

function constructed in Proposition 4.3.1, corresponding to t0 = 0.

By (4.52), and with notation as in this equation, we need to estimate:

∫ δ

0

( ∑
n1+n2+n3+n4=0,|cos∠(n12,n14)|≤β0(

(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2
)
V̂ (n3 + n4)v̂(n1)̂̄v(n2)v̂(n3)̂̄v(n4)+

+
∑

n1+n2+n3+n4+n5+n6=0

M6(n1, n2, n3, n4, n5, n6)v̂(n1)̂̄v(n2)v̂(n3)̂̄v(n4)v̂(n5)̂̄v(n6)
)
dt =

=

∫ δ

0

Idt+

∫ δ

0

IIdt =: A+B.

We now have to estimate A and B separately. Throughout our calculations, let

us denote by χ = χ(t) = χ[0,δ](t).

Estimate of A (Quadrilinear Terms)

By symmetry, we can consider WLOG the contribution when:

|n1| ≥ |n2|, |n3|, |n4|, and |n2| ≥ |n4|.

We note that when all |nj| ≤ N , one has: (θ(n1))2−(θ(n2))2 +(θ(n3))2−(θ(n4))2 = 0.

Hence, we need to consider the contribution in which one has:

|n1| > N, |cos∠(n12, n14)| ≤ β0.

We dyadically localize the frequencies: |nj| ∼ Nj; j = 1, . . . , 4. We order the Nj to

obtain N∗j ≥ N∗2 ≥ N∗3 ≥ N∗4 . Since n1 + n2 + n3 + n4 = 0, we know that:

N∗1 ∼ N∗2 & N. (4.62)
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Let us note that N1 ∼ N2. Namely, if it were the case that: N1 � N2, then, one

would also have: N1 � N4, and the vectors n12 and n14 would form a very small

angle. Hence, cos∠(n12, n14) would be close to 1, which would be a contradiction to

the assumption that |cos∠(n12, n14)| ≤ β0. Consequently:

N1 ∼ N2 ∼ N∗1 & N. (4.63)

We denote the corresponding contribution to A by AN1,N2,N3,N4 . In other words:

AN1,N2,N3,N4 :=∫ δ

0

∑
n1+n2+n3+n4=0,|cos∠(n12,n14)|≤β0

(
(θ(n1))2− (θ(n2))2 + (θ(n3))2− (θ(n4))2

)
V̂ (n3 + n4)

v̂N1(n1)̂̄vN2(n2)v̂N3(n3)̂̄vN4(n4)dt.

Arguing analogously as in the proof of Lemma 4.3.3, it follows that for the nj that

occur in the above sum, one has:

(
(θ(n1))2 − (θ(n2))2 + (θ(n3))2 − (θ(n4))2

)
V̂ (n3 + n4) = O

(
|n12||n14|

θ(N∗1 )θ(N∗2 )

(N∗1 )2

)
(4.64)

By (4.63), it follows that |n3|, |n4| . N∗3 . Consequently:

|n12| = |n34| ≤ |n3|+ |n4| . N∗3 .

One also knows that:

|n14| ≤ |n1|+ |n4| . N∗1 .

Substituting the last two inequalities into the multiplier bound (4.64), and using

Parseval’s identity in time, it follows that:
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|AN1,N2,N3,N4| .
∑

n1+n2+n3+n4=0,|cos∠(n12,n14)|≤β0

∫
τ1+τ2+τ3+τ4=0

N∗3N
∗
1

θ(N∗1 )θ(N∗2 )

(N∗1 )2

|ṽN1(n1, τ1)||˜̄vN2(n2, τ2)||ṽN3(n3, τ3)||(χv̄)̃N4(n4, τ4)|dτj

.
1

N∗1

∑
n1+n2+n3+n4=0

∫
τ1+τ2+τ3+τ4=0

|(Dv)̃N1(n1, τ1)||(Dv̄)̃N2(n2, τ2)||(∇v)̃N3(n3, τ3)||(χv̄)̃N4(n4, τ4)|dτj

Let us define Fj; j = 1, . . . , 4 by:

F̃1 := |(Dv)̃N1|, F̃2 := |(Dv)̃N2|, F̃3 := |(∇v)̃N3 |, F̃4 := |(χv)̃N4|

Consequently, by Parseval’s identity:

|AN1,N2,N3,N4| .
1

N∗1

∫
R

∫
T2

F1F2F3F4dxdt

By using an L4
t,x, L

4
t,x, L

4+
t,x , L

4−
t,x Hölder inequality, the corresponding term is:

.
1

N∗1
‖F1‖L4

t,x
‖F2‖L4

t,x
‖F3‖L4+

t,x
‖F4‖L4−

t,x
.

By using (4.8), (4.12), (4.11), and the fact that taking absolute values in the spacetime

Fourier transforms doesn’t change the Xs,b norm, it follows that this term is:

.
1

N∗1
‖DvN1‖X0+, 12+‖DvN2‖X0+, 12+‖vN3‖X1+, 12+‖(χv)N4‖X0+, 12−

By using frequency localization and Lemma 4.2.1), this expression is:

.
1

(N∗1 )1−‖Dv‖
2

X0, 12+
‖v‖2

X1, 12+
.

1

(N∗1 )1−E
1(Φ).

In the last inequality, we used Proposition 4.3.1. By using the previous inequality,

and by recalling (4.60), it follows that:
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|AN1,N2,N3,N4 | .
1

(N∗1 )1−E
2(Φ) (4.65)

Using (4.65), summing in the Nj, and using (4.62) to deduce that:

|A| . 1

N1−E
2(Φ). (4.66)

Estimate of B (Sextilinear Terms)

Let us consider just the first term in B coming from the summand M4(n123, n4, n5, n6)

in the definition of M6. The other terms are bounded analogously. In other words,

we want to estimate:

B(1) :=

∫ δ

0

∑
n1+n2+n3+n4+n5+n6=0

M4(n123, n4, n5, n6)(̂vv̄v)(n1+n2+n3)̂̄v(n4)v̂(n5)̂̄v(n6)dt

We now dyadically localize n123, n4, n5, n6, i.e., we find Nj; j = 1, . . . , 4 such that:

|n123| ∼ N1, |n4| ∼ N2, |n5| ∼ N3, |n6| ∼ N4.

Let us define:

B
(1)
N1,N2,N3,N4

:=

∫ δ

0

∑
n1+n2+n3+n4+n5+n6=0

M4(n123, n4, n5, n6)(̂vv̄v)N1
(n1 + n2 + n3)̂̄vN2(n4)v̂N3(n5)̂̄vN4(n6)dt.

We now order the Nj to obtain: N∗1 ≥ N∗2 ≥ N∗3 ≥ N∗4 . As before, we know the

following localization bound:

N∗1 ∼ N∗2 & N. (4.67)

In order to obtain a bound on the wanted term, we have to consider two cases.
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Case 1: N1 = N∗1 or N1 = N∗2 .

Case 2: N1 = N∗3 or N1 = N∗4

Case 1:

It suffices to consider the case when N1 = N∗1 , N2 = N∗2 , N3 = N∗3 , N4 = N∗4 . The

other cases are analogous. We use (4.59) and Parseval’s identity to obtain that:

|B(1)
N1,N2,N3,N4

| .

∑
n1+···+n6=0

∫
τ1+···+τ6=0

N

(N∗1 )2
θ(N∗1 )θ(N∗2 )|(vv̄v)̃N1(n1 + n2 + n3, τ1 + τ2 + τ3)|

|˜̄vN2(n4, τ4)||(χv)̃N3(n5, τ5)||˜̄vN4(n6, τ6)|dτj.

Since |(vv̄v)̃N1| ≤ |(vv̄v)̃ |, and since θ(N∗1 ) ∼ θ(n1 +n2 +n3) . θ(n1)+θ(n2)+θ(n3),

by symmetry, it follows that we just have to bound:

KN1,N2,N3,N4 :=∑
n1+···+n6=0

∫
τ1+···+τ6=0

N

(N∗1 )2
θ(n1)|ṽ(n1, τ1)||˜̄v(n2, τ2)||ṽ(n3, τ3)|

θ(N2)|˜̄vN2(n4, τ4)||(χv)̃N3(n5, τ5)||˜̄vN4(n4, τ4)|dτj .

∑
n1+···+n6=0

∫
τ1+···+τ6=0

N

(N∗1 )2
|(Dv)̃ (n1, τ1)||˜̄v(n2, τ2)||ṽ(n3, τ3)|

|(Dv̄)̃N2(n4, τ4)||(χv)̃N3(n5, τ5)||˜̄vN4(n4, τ4)|dτj.

Let us define the functions Fj; j = 1, . . . , 6 by:

F̃1 := |(Dv)̃ |, F̃2 = F̃3 := |ṽ|, F̃4 := |(Dv)̃N2|, F̃5 := |(χv)̃N3|, F̃1 := |ṽN4|
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For M � 1, we use an L2
t,x, L

M
t,x, L

M
t,x, L

4+
t,x , L

4−
t,x , L

M
t,x Hölder inequality to deduce

that:

KN1,N2,N3,N4 .
N

(N∗1 )2
‖F1‖L2

t,x
‖F2‖LMt,x‖F3‖LMt,x‖F4‖L4+

t,x
‖F5‖L4−

t,x
‖F6‖LMt,x .

By using (4.13), (4.12), (4.11), and the fact that taking absolute values in the

spacetime Fourier transform leaves the Xs,b norm invariant, it follows that the previ-

ous expression is:

.
N

(N∗1 )2
‖Dv‖X0,0‖v‖

X1, 12+‖v‖X1, 12+‖DvN2‖X0+, 12−
‖χvN3‖X0+, 12−

‖vN4‖X1, 12+

We use frequency localization and Lemma 4.2.1 to deduce that this is:

.
N

(N∗1 )2
‖Dv‖X0,0‖v‖2

X1, 12+
(N0+

2 ‖Dv‖X0, 12+)‖vN3‖X0+, 12+‖v‖X1, 12+ .

.
N

(N∗1 )2−‖Dv‖
2

X0, 12+
‖v‖4

X1, 12+
.

N

(N∗1 )2−E
1(Φ). (4.68)

In the last inequality, we used Proposition 4.3.1.

Case 2: N1 = N∗3 or N1 = N∗4 .

Let us assume that:

N3 & N2 & N1 & N4.

The other cases are dealt with similarly.

Arguing similarly as in Case 1, it follows that:

|B(1)
N1,N2,N3,N4

| .∑
n1+···+n6=0

∫
τ1+···+τ6=0

N

(N∗1 )2
|ṽ(n1, τ1)||˜̄v(n2, τ2)||ṽ(n3, τ3)|
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|(Dv̄)̃N2(n4, τ4)||(χDv)̃N3(n5, τ5)||˜̄vN4(n6, τ6)|dτj

We now use an LMt,x, L
M
t,x, L

M
t,x, L

4+
t,x , L

4−
t,x , L

2
t,x Hölder inequality and argue as earlier to

see that this term is:

.
N

(N∗1 )2
‖v‖3

X1, 12+
‖DvN2‖X0+, 12+‖(χDv)N3‖X0+, 12−

‖vN4‖X0,0

.
N

(N∗1 )2−‖Dv‖
2

X0, 12+
‖v‖4

X1, 12+
.

N

(N∗1 )2−E
1(Φ) (4.69)

From (4.68), (4.69), and (4.60), it follows that:

|BN1,N2,N3,N4| .
N

(N∗1 )2−E
2(Φ) (4.70)

We now use (4.70), sum in the Nj, and recall (4.67) to deduce that:

|B| . 1

N1−E
2(Φ) (4.71)

The Lemma now follows from (4.66) and (4.71).

4.3.4 Further remarks on the equation

Remark 4.3.6. The quantity β0 was chosen as in (4.58) in order to get the same

decay factor in the quantities A and B. We note that the quantity β0 only occurred

in the bound for B, whereas in the bound for A, we only used the fact that the terms

corresponding to the largest two frequencies in the multiplier (θ(n1))2 − (θ(n2))2 +

(θ(n3))2 − (θ(n4))2 appear with an opposite sign. As we will see, in the non-periodic

setting, the quantity β0 will occur both in the bound for A and in the bound for B.

For details, see (4.104) and (4.112).

Remark 4.3.7. Let us observe that, when s is an integer, or when Φ is smooth,

essentially the same bound as in Theorem 4.1.1 can be proved by using the techniques

of [118]. The approach is more complicated due to the presence of the convolution
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potential, but the proof for the cubic NLS can be shown to work for the Hartree

equation too. The reason why one uses the fact that s is an integer is because one

wants to use exact formulae for the (Fractional) Leibniz Rule for Ds. By using an

exact Leibniz Rule, one sees that certain terms which are difficult to estimate are in

fact equal to zero. We omit the details here.

Remark 4.3.8. The equation (4.1) on T2 has non-trivial solutions which have all

Sobolev norms uniformly bounded in time. Similarly as on S1, given α ∈ C and

n ∈ Z2, the function:

u(x, t) := αe−iV̂ (0)|α|2tei(〈n,x〉−|n|
2t)

is a solution to (4.1) on T2 with initial data Φ = αei〈n,x〉. A similar construction was

used in [21] to prove instability properties in Sobolev spaces of negative index.

4.4 The Hartree equation on R2

4.4.1 Definition of the D-operator

Let us now consider (4.1) on R2. The proof of Theorem 4.1.2 will be based on

the adaptation of the previous techniques to the non-periodic setting. We start by

defining an appropriate upside-down I-operator.

Let N > 1 be given. Similarly as in the periodic setting, we define θ : R2 → R to

be given by:

θ(ξ) :=


( |ξ|
N

)s
, if |ξ| ≥ 2N

1, if |ξ| ≤ N

(4.72)

We then extend θ to all of R2 so that it is radial and smooth. Arguing similarly as

in the 1D setting in Chapter 3, it follows that, for all ξ ∈ R2 \ {0}, one has:
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‖∇θ(ξ)‖ . θ(ξ)

|ξ|
(4.73)

‖∇2θ(ξ)‖ . θ(ξ)

|ξ|2
(4.74)

Then, if f : R2 → C, we define Df by:

D̂f(ξ) := θ(ξ)f̂(ξ). (4.75)

We also observe that:

‖Df‖L2 .s ‖f‖Hs .s N
s‖Df‖L2 . (4.76)

4.4.2 Local-in-time bounds

Let u denote the global solution of (4.1) on R2. As in the periodic setting, our goal

is to estimate ‖Du(t)‖L2 .

We start by noting:

Proposition 4.4.1. (Local-in-time bounds for the Hartree equation on R2) There

exist δ = δ(s, E(Φ),M(Φ)), C = C(s, E(Φ),M(Φ)) > 0, which are continuous in

energy and mass, such that for all t0 ∈ R, there exists a globally defined function

v : R2 × R→ C such that:

v|[t0,t0+δ] = u|[t0,t0+δ]. (4.77)

‖v‖
X1, 12+ ≤ C(s, E(Φ),M(Φ)) (4.78)

‖Dv‖
X0, 12+ ≤ C(s, E(Φ),M(Φ))‖Du(t0)‖L2 . (4.79)
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Furthermore, we have:

Lemma 4.4.2. If u satisfies:

iut + ∆u = (V ∗ |u|2)u,

u(x, 0) = Φ(x).

(4.80)

and if the sequence (u(n)) satisfies:

iu
(n)
t + ∆u(n) = (V ∗ |u(n)|2)u(n),

u(n)(x, 0) = Φn(x).

(4.81)

where Φn ∈ C∞(R2) and Φn
Hs

−→ Φ, then, one has for all t:

u(n)(t)
Hs

−→ u(t).

The proofs of Propositions 4.4.1 and 4.4.2 are analogous to the proofs of Propo-

sitions 4.3.1 and 4.3.2. The main point is that all the auxiliary estimates still hold

in the non-periodic setting. As before, we can assume WLOG that Φ ∈ S(R2). We

omit the details.

4.4.3 A higher modified energy and an iteration bound

As in the periodic setting, we will apply the method of higher modified energies. We

will see that we can obtain better estimates in the non-periodic setting due to the

fact that we can apply the improved Strichartz estimate (Proposition 4.2.4), and the

angular improved Strichartz estimate (Proposition 4.2.7).

We start by defining:

E1(u(t)) := ‖Du(t)‖2
L2 .

As before, we obtain that for some c ∈ R, one has:
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d

dt
E1(u(t) = ic

∫
ξ1+ξ2+ξ3+ξ4=0

(
(θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2

)
V̂ (ξ3 + ξ4)û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj (4.82)

As in the previous works, we consider the higher modified energy :

E2(u) := E1(u) + λ4(M4;u) (4.83)

The quantity M4 will be determined soon.

For a fixed multiplier M4, we obtain:

d

dt
λ4(M4;u) =

−iλ4(M4(|ξ1|2 − |ξ2|2 + |ξ3|2 − |ξ4|2);u)

−i
∑

ξ1+ξ2+ξ3+ξ4+ξ5+ξ6=0

[
M4(ξ123, ξ4, ξ5, ξ6)V̂ (ξ1 + ξ2)

−M4(ξ1, ξ234, ξ5, ξ6)V̂ (ξ2 + ξ3) +M4(ξ1, ξ2, ξ345, ξ6)V̂ (ξ3 + ξ4)

−M4(ξ1, ξ2, ξ3, ξ456)V̂ (ξ4 + ξ5)
]
û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)û(ξ5)̂̄u(ξ6) (4.84)

As in the periodic setting, we can compute that for (ξ1, ξ2, ξ3, ξ4) ∈ Γ4, one has:

|ξ1|2 − |ξ2|2 + |ξ3|2 − |ξ4|2 = 2ξ12 · ξ14 (4.85)

As before, we decompose:

Γ4 = Ωnr t Ωr.
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Here, the set Ωnr of non-resonant frequencies is defined by:

Ωnr := {(ξ1, ξ2, ξ3, ξ4) ∈ Γ4; ξ12, ξ14 6= 0, |cos∠(ξ12, ξ14)| > β0} (4.86)

and the set Ωr of resonant frequencies Ωr is defined to be its complement in Γ4.

We now define the multiplier M4 by:

M4(ξ1, ξ2, ξ3, ξ4) :=

c
((θ(ξ1))2−(θ(ξ2))2+(θ(ξ3))2−(θ(ξ4))2)

|ξ1|2−|ξ2|2+|ξ3|2−|ξ4|2 V̂ (ξ3 + ξ4) , if (ξ1, ξ2, ξ3, ξ4) ∈ Ωnr

0, if (ξ1, ξ2, ξ3, ξ4) ∈ Ωr

(4.87)

Let us now define the multiplier M6 on Γ6 by:

M6(ξ1, ξ2, ξ3, ξ4, ξ5, ξ6) := M4(ξ123, ξ4, ξ5, ξ6)V̂ (ξ1 + ξ2)−M4(ξ1, ξ234, ξ5, ξ6)V̂ (ξ2 + ξ3)+

(4.88)

+M4(ξ1, ξ2, ξ345, ξ6)V̂ (ξ3 + ξ4)−M4(ξ1, ξ2, ξ3, ξ456)V̂ (ξ4 + ξ5)

We now use (4.82) and (4.84), and the construction of M4 to deduce that 2:

d

dt
E2(u) =∫

ξ1+ξ2+ξ3+ξ4=0,|cos∠(ξ12,ξ14)|≤β0

(
(θ(ξ1))2−(θ(ξ2))2+(θ(ξ3))2−(θ(ξ4))2

)
V̂ (ξ3+ξ4)û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj+

+

∫
ξ1+ξ2+ξ3+ξ4+ξ5+ξ6=0

M6(ξ1, ξ2, ξ3, ξ4, ξ5, ξ6)û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)û(ξ5)̂̄u(ξ6)

=: I + II (4.89)

As before, we need to prove pointwise bounds on the multiplier M4. Given

(ξ1, ξ2, ξ3, ξ4) ∈ Γ4, we dyadically localize the frequencies, i.e, we find dyadic inte-

gers Nj s.t. |ξj| ∼ Nj. We then order the Nj’s to obtain: N∗1 ≥ N∗2 ≥ N∗3 ≥ N∗4 . We

2As in the periodic setting, we recall that (θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2 = 0, whenever
ξ12 = 0 or ξ14 = 0, hence the corresponding terms again don’t contribute to the quadrilinear term.
Therefore, we don’t have to worry about defining the quantity cos(0, ·).
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again abuse notation by writing θ(N∗j ) for θ(N∗j , 0). One then has:

Lemma 4.4.3. With notation as above, the following bound holds:

M4 = O
( 1

β0

1

(N∗1 )2
θ(N∗1 )θ(N∗2 )

)
. (4.90)

The proof of Lemma 4.4.3 is analogous to the proof of Lemma 4.3.3 and it will be

omitted.

In the non-periodic setting, we will see that we can choose a larger β0 from which

we can get a better bound. Let us choose:

β0 ∼
1

Nα
. (4.91)

Here, we take α ∈ (0, 1). We determine α precisely later (see (4.116)). For now, we

notice:

β0 ≥
1

N
. (4.92)

We observe that Lemma 4.4.3 and (4.92) imply:

M4 = O
( N

(N∗1 )2
θ(N∗1 )θ(N∗2 )

)
. (4.93)

The bound from (4.93) allows us to deduce the equivalence of E1 and E2. We have

the following bound:

Proposition 4.4.4. One has that:

E1(u) ∼ E2(u). (4.94)

Here, the constant is independent of N as long as N is sufficiently large.

The proof of Proposition 4.4.4 is analogous to the proof of Proposition 4.3.4. We

omit the details.

Let δ > 0, v be as in Proposition 4.4.1. For t0 ∈ R, we are interested in estimating:
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E2(u(t0 + δ))− E2(u(t0)) =

∫ t0+δ

t0

d

dt
E2(u(t))dt =

∫ t0+δ

t0

d

dt
E2(v(t))dt

The iteration bound that we will show is:

Lemma 4.4.5. For all t0 ∈ R, one has:

∣∣E2(u(t0 + δ))− E2(u(t0))
∣∣ . 1

N
7
4
−
E2(u(t0)).

Arguing as in the case of (4.1) on T2, Theorem 4.1.2 will follow from Lemma 4.4.5.

We now prove Lemma 4.4.5

Proof. It suffices to consider the case when t0 = 0. As on T2, we compute that

E2(u(δ))− E2(u(0)) equals:

∫ δ

0

(∫
ξ1+ξ2+ξ3+ξ4=0,|cos∠(ξ12,ξ14)|≤β0

(
(θ(ξ1))2−(θ(ξ2))2+(θ(ξ3))2−(θ(ξ4))2

)
V̂ (ξ3+ξ4)v̂(ξ1)

̂̄v(ξ2)v̂(ξ3)̂̄v(ξ4)dξj+

+

∫
ξ1+ξ2+ξ3+ξ4+ξ5+ξ6=0

M6(ξ1, ξ2, ξ3, ξ4, ξ5, ξ6)v̂(ξ1)̂̄v(ξ2)v̂(ξ3)̂̄v(ξ4)v̂(ξ5)̂̄v(ξ6)dξj

)
dt =

=

∫ δ

0

Idt+

∫ δ

0

IIdt =: A+B (4.95)

We now have to estimate A and B separately.

Estimate of A (Quadrilinear Terms)

By symmetry, we can consider WLOG the contribution when:

|ξ1| ≥ |ξ2|, |ξ3|, |ξ4|, and |ξ2| ≥ |ξ4|.

Hence, we are considering the contribution in which one has:
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|ξ1| > N, |cos∠(ξ12, ξ14)| ≤ β0.

We dyadically localize the frequencies: |ξj| ∼ Nj; j = 1, . . . , 4. We order the Nj to

obtain N∗j ≥ N∗2 ≥ N∗3 ≥ N∗4 . As in the periodic setting, we have:

N1 ∼ N2 ∼ N∗1 & N (4.96)

We denote the corresponding contribution to A by AN1,N2,N3,N4 . In other words:

AN1,N2,N3,N4 :=∫ δ

0

∫
ξ1+ξ2+ξ3+ξ4=0,|cos∠(ξ12,ξ14)|≤β0

(
(θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2

)
V̂ (ξ3 + ξ4)

v̂N1(ξ1)̂̄vN2(ξ2)v̂N3(ξ3)̂̄vN4(ξ4)dξjdt

As in the periodic setting, we have:

(
(θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2

)
V̂ (ξ3 + ξ4) = O

(N∗3
N∗1

θ(N∗1 )θ(N∗2 )
)

(4.97)

Using Parseval’s identity in time, it follows that:

|AN1,N2,N3,N4| .
∫
τ1+τ2+τ3+τ4=0

∫
ξ1+ξ2+ξ3+ξ4=0,|cos∠(ξ12,ξ14)|≤β0

N∗3
N∗1

θ(N∗1 )θ(N∗2 )

|(χv)̃N1(ξ1, τ1)||˜̄vN2(ξ2, τ2)||ṽN3(ξ3, τ3)||˜̄vN4(ξ4, τ4)|dξjdτj

We now consider two subcases:

Subcase 1: N4 ∼ N1

We observe that:
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|AN1,N2,N3,N4| .
1

N∗1

∫
τ1+τ2+τ3+τ4=0

∫
ξ1+ξ2+ξ3+ξ4=0

|(Dv)̃N1(ξ1, τ1)||(χDv̄)̃N2(ξ2, τ2)||

(∇v)̃N3(ξ3, τ3)||˜̄vN4(ξ4, τ4)|dξjdτj

Let us define Fj; j = 1, . . . , 4 by:

F̃1 := |(Dv)̃N1|, F̃2 := |(χDv)̃N2 |, F̃3 := |(∇v)̃N3|, F̃4 := |ṽN4| (4.98)

Consequently, by Parseval’s identity:

|AN1,N2,N3,N4| .
1

N∗1

∫
R

∫
R2

F1F2F3F4dxdt

We use an L4+
t,x , L

4−
t,x , L

4
t,x, L

4
t,x Hölder inequality, and argue as earlier to deduce

that, in this subcase:

|AN1,N2,N3,N4| .
1

N∗1
‖(Dv)N1‖X0+, 12+‖(χDv)N2‖X0, 12−

‖(∇v)N3‖X0, 12+‖vN4‖X0, 12+

.
1

(N∗1 )1−‖Dv‖
2

X0, 12+
‖v‖

X1, 12+

( 1

N4

‖v‖
X1, 12+

)

.
1

(N∗1 )2−‖Dv‖
2

X0, 12+
‖v‖2

X1, 12+
.

1

(N∗1 )2−E
1(Φ) (4.99)

In the last step, we used Proposition 4.4.1.

Subcase 2: N1 � N4

In this subcase, we need to consider two sub-subcases. Let γ ∈ (0, 1) be fixed. We

will determine γ later. (in equation (4.114))

Sub-subcase 1: N3 . Nγ
1

Let the functions Fj; j = 1, . . . , 4 be defined as in (4.98). We use an L2
t,x, L

2
t,x

Hölder inequality, and we argue as before to deduce that:
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|AN1,N2,N3,N4| .
1

N∗1
‖F1F3‖L2

t,x
‖F2F4‖L2

t,x

We use Proposition 4.2.4 and Proposition 5.2.5 to deduce that this expression is:

.
1

N∗1

(N 1
2

3

N
1
2

1

‖DvN1‖X0, 12+‖∇vN3‖X0, 12+

)( N 1
2

4

N
1
2
−

2

‖DvN2‖X0, 12+‖vN4‖X0, 12+

)

.
1

(N∗1 )2−N
γ
2

1 ‖Dv‖2

X0, 12+
‖v‖

X1, 12+‖v‖X 1
2 ,

1
2+ .

1

(N∗1 )2− γ
2
−E

1(Φ) (4.100)

Sub-subcase 2: N3 & Nγ
1

In this sub-subcase, we have to work a little bit harder. The crucial estimate

will be Proposition 4.2.7. We suppose that (ξ1, ξ2, ξ3, ξ4) is a frequency configuration

occurring in the integral defining AN1,N2,N3,N4 . We argue as in [38]. We note the

elementary trigonometry fact that in this frequency regime, one has: ∠(ξ1, ξ14) =

O
(
N4

N1

)
,∠(ξ3, ξ34) = O

(
N4

N3

)
. Furthermore, one can use Lipschitz properties of the

cosine function to deduce that:

|cos∠(ξ1, ξ3)| . β0 +
N4

N3

(4.101)

We now define:

F (x, t) :=

∫
R

∫
R

∫
R2

∫
R2

eit(τ1+τ2)+i〈x,ξ1+ξ2〉χ| cos∠(ξ1,ξ2)|≤β0+
N4
N3

F̃1(ξ1, τ1)F̃3(ξ2, τ2)dξ1dξ2dτ1dτ2

We now use an L2
t,x, L

2
t,x Hölder inequality, and recall (4.98) to deduce that one

now has:

|AN1,N2,N3,N4| .
1

N∗1
‖F‖L2

t,x
‖F2F4‖L2

t,x

which by using Proposition 4.2.7 and Proposition 5.2.5 is:
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.
1

N∗1

(
β0 +

N4

N3

) 1
2‖F1‖X0, 12+‖F3‖X0, 12+

( N 1
2

4

N
1
2
−

2

‖DvN2‖X0, 12+‖vN4‖X0, 12+

)

.
β

1
2
0

(N∗1 )
3
2
−
‖DvN1‖X0, 12+‖DvN2‖X0, 12+‖vN3‖X1, 12+‖vN4‖X 1

2 ,
1
2+

+
1

(N∗1 )
3
2

+ γ
2
−
‖DvN1‖X0, 12+‖DvN2‖X0, 12+‖vN3‖X1, 12+‖vN4‖X1, 12+

.
( β

1
2
0

(N∗1 )
3
2
−

+
1

(N∗1 )
3
2

+ γ
2
−

)
E1(Φ) (4.102)

We combine (4.99), (4.100), and (4.102) to deduce that:

|AN1,N2,N3,N4 | .
( β

1
2
0

(N∗1 )
3
2
−

+
1

(N∗1 )
3
2

+ γ
2
−

+
1

(N∗1 )2− γ
2
−

)
E1(Φ) (4.103)

We then sum in the Nj, use (4.96), and Proposition 4.4.4 to deduce that:

|A| .
( β 1

2
0

N
3
2
−

+
1

N
3
2

+ γ
2
−

+
1

N2− γ
2
−

)
E2(Φ) (4.104)

Estimate of B (Sextilinear Terms)

Let us consider just the first term in B coming from the summand M4(ξ123, ξ4, ξ5, ξ6)

in the definition of M6. The other terms are bounded analogously. In other words,

we want to estimate:

B(1) :=

∫ δ

0

∫
ξ1+ξ2+ξ3+ξ4+ξ5+ξ6=0

M4(ξ123, ξ4, ξ5, ξ6)(̂vv̄v)(ξ1+ξ2+ξ3)̂̄v(ξ4)v̂(ξ5)̂̄v(ξ6)dξjdt

The bounds that we will prove for B(1) will also hold for B, with different constants.

We now dyadically localize ξ123, ξ4, ξ5, ξ6, i.e., we find Nj; j = 1, . . . , 4 such that:

|ξ123| ∼ N1, |ξ4| ∼ N2, |ξ5| ∼ N3, |ξ6| ∼ N4.
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Let us define:

B
(1)
N1,N2,N3,N4

:=

∫ δ

0

∫
ξ1+ξ2+ξ3+ξ4+ξ5+ξ6=0

M4(ξ123, ξ4, ξ5, ξ6)

(̂vv̄v)N1
(ξ1 + ξ2 + ξ3)̂̄vN2(ξ4)v̂N3(ξ5)̂̄vN4(ξ6)dξjdt

We now order the Nj to obtain: N∗1 ≥ N∗2 ≥ N∗3 ≥ N∗4 . As before, we know the

following localization bound:

N∗1 ∼ N∗2 & N (4.105)

In order to obtain a bound on the wanted term, we have to consider two cases.

Case 1: N1 = N∗1 or N1 = N∗2 .

Case 2: N1 = N∗3 or N1 = N∗4

Case 1: As in the periodic case, we consider the case when:

N1 = N∗1 , N2 = N∗2 , N3 = N∗3 , N4 = N∗4 .

The other cases are analogous.

We use Parseval’s identity together with the Fractional Leibniz Rule for D, and

argue as in the periodic case to deduce that it suffices to bound the quantity:

KN1,N2,N3,N4 :=∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0

1

β0(N∗1 )2
|(Dv)̃ (ξ1, τ1)||˜̄v(ξ2, τ2)||ṽ(ξ3, τ3)|

|(Dv̄)̃N2(ξ4, τ4)||(χv)̃N3(ξ5, τ5)||˜̄vN4(ξ4, τ4)|dξjdτj

We must consider several subcases:

Subcase 1: N1 � N3

Let us define the functions Fj; j = 1, . . . , 6 by:
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F̃1 := |(Dv)̃ |, F̃2 = F̃3 := |ṽ|, F̃4 := |(Dv)̃N2 |, F̃5 := |(χv)̃N3|, F̃6 := |ṽN4| (4.106)

We first use an L2
t,x, L

M
t,x, L

M
t,x, L

2
t,x, L

4+
t,x Hölder inequality to deduce that:

KN1,N2,N3,N4 .
1

β0(N∗1 )2
‖F4F5‖L2

t,x
‖F2‖LMt,x‖F3‖LMt,x‖F1‖L4

t,x
‖F6‖L4+

t,x

By Proposition 5.2.5, (4.13), (4.20), (4.12) adapted to the non-periodic setting, by

the fact that taking absolute values in the spacetime Fourier transform, and since

N1 ∼ N2, it follows that this expression is:

.
1

β0(N∗1 )2

( N 1
2

3

N
1
2
−

1

‖Dv‖
X0, 12+‖vN3‖X0, 12+

)
‖v‖

X1, 12+‖v‖X1, 12+‖Dv‖X0, 12+‖vN4‖X0+, 12+

We use localization in frequency to deduce that this is:

.
1

β0(N∗1 )
5
2
−
‖Dv‖2

X0, 12+
‖v‖4

X1, 12+

which by Proposition 4.4.1 is:

.
1

β0(N∗1 )
5
2
−
E1(Φ). (4.107)

Subcase 2: N3 ∼ N1

We use an L4
t,x, L

M
t,x, L

M
t,x, L

4
t,x, L

4−
t,x , L

4+
t,x Hölder inequality, and we argue as in the

periodic case to deduce that:

KN1,N2,N3,N4 .
1

β0(N∗1 )2
‖Dv‖

X0, 12+‖v‖X1, 12+‖v‖X1, 12+‖Dv‖X0, 12+‖χvN3‖X0, 12−
‖vN4‖X0+, 12+

.
1

β0(N∗1 )2
‖Dv‖2

X0, 12+
‖v‖2

X1, 12+

( 1

N3

‖v‖
X1, 12+

)
‖v‖

X1, 12+
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.
1

β0(N∗1 )3
E1(Φ). (4.108)

Case 2: N1 = N∗3 or N1 = N∗4 .

We assume as in the periodic case that N1 = N∗3 . Let’s also suppose that N3 =

N∗1 , N2 = N∗2 . The other contributions are bounded analogously. Arguing as in the

periodic case, we have to bound:

LN1,N2,N3,N4 :=

∫
τ1+···+τ6=0

∫
ξ1+···+ξ6=0

1

β0(N∗1 )2

|ṽ(ξ1, τ1)||˜̄v(ξ2, τ2)||ṽ(ξ3, τ3)||(χDv̄)̃N2(ξ4, τ4)||(Dv)̃N3(ξ5, τ5)||˜̄vN4(ξ6, τ6)|dξjdτj

We consider two subcases:

Subcase 1: N∗1 � N4

We know that: N2 � N4

Let us estimate LN1,N2,N3,N4 . We define Fj, j = 1, . . . , 4 by:

F̃1 := |ṽ|, F̃2 := |(χDv)̃N2|, F̃3 := |(Dv)̃N3|, F̃4 := |ṽN4|.

We use an LMt,x, L
M
t,x, L

M
t,x, L

2+
t,x , L

2
t,x Hölder inequality, (4.13) adapted to the non-

periodic setting, Proposition 5.2.5, and (4.22) to deduce that:

LN1,N2,N3,N4 .
1

β0(N∗1 )2
‖F1‖3

LMt,x
‖F2F4‖L2

t,x
‖F3‖L2+

t,x

.
1

β0(N∗1 )2
‖v‖3

X1, 12+

( N 1
2

4

N
1
2
−

2

‖DvN2‖X0, 12+‖vN4‖X0, 12+

)
‖DvN3‖X0+, 12+

.
1

β0(N∗1 )
5
2
−
‖Dv‖2

X0, 12+
‖v‖3

X1, 12+
‖vN4‖X 1

2 ,
1
2+

.
1

β0(N∗1 )
5
2
−
‖Dv‖2

X0, 12+
‖v‖4

X1, 12+
.

1

β0(N∗1 )
5
2
−
E1(Φ) (4.109)

For the last inequality, we used Proposition 4.4.1.

Subcase 2: N4 ∼ N∗1
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We argue similarly as in Subcase 2 of Case 1 to deduce that:

LN1,N2,N3,N4 .
1

β0(N∗1 )3
E1(Φ) (4.110)

We use (4.107), (4.108), (4.109), and (4.110) to deduce that:

|B(1)
N1,N2,N3,N4

| . 1

β0(N∗1 )
5
2
−
E1(Φ) (4.111)

We sum in Nj. Using (4.105) and (4.111), it follows that:

|B(1)| . 1

β0N
5
2
−
E1(Φ)

By Proposition 4.4.4, and by construction of B(1), we deduce that:

|B| . 1

β0N
5
2
−
E2(Φ) (4.112)

4.4.4 Choice of the optimal parameters

By (4.95), (4.104), and (4.112), it follows that:

|E2(u(δ))− E2(u(0))| .
( β 1

2
0

N
3
2
−

+
1

N
3
2

+ γ
2
−

+
1

N2− γ
2
− +

1

β0N
5
2
−

)
E2(Φ) (4.113)

We now choose γ s.t. 3
2

+ γ
2

= 2− γ
2
. Hence, we choose:

γ :=
1

2
(4.114)

One then has that:

3

2
+
γ

2
= 2− γ

2
=

7

4
(4.115)

Let us now choose β0. We recall that by (4.91), one has: β0 ∼ 1
Nα , α ∈ (0, 1).

In order to have
β

1
2
0

N
3
2−
. 1

N
7
4−

, we should take: α ≥ 1
2
.
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In order to have 1

β0N
5
2−
. 1

N
7
4−

, we should take: α ≤ 3
4
.

Consequently, we take:

α ∈ [
1

2
,
3

4
] (4.116)

From the preceding, we may conclude that:

|E2(u(δ))− E2(u(0))| . 1

N
7
4
−
E2(u(0)) (4.117)

Lemma 4.4.5 now follows.

4.4.5 Remarks on the scattering result of Dodson

Let us briefly explain why the L2-scattering result of Dodson [44] for the defocusing

cubic NLS on (R2) (4.4) can be used to deduce scattering in Hs of the same equation,

assuming that the initial data Φ lies in Hs. In other words, we want to justify the

persistence of regularity phenomenon for scattering. We note that a similar argument

is given in [37].

Let u be a global solution to (4.4). In [44], it is shown that whenever Φ ∈ L2, u

satisfies the spacetime bound:

‖u‖L4
t,x(R2×R) <∞. (4.118)

It can be seen that (4.118) implies scattering in L2. Given s > 1, and assuming that

Φ ∈ Hs, we are interested in obtaining:

‖Dsu‖L4
t,x(R2×R) <∞. (4.119)

In order to prove (4.119), we start with T ∈ R and we observe that for all t ∈ R, one

has:
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u(t) = S(t− T )u(T )− i
∫ t

T

S(t− τ)(|u|2u)(τ)dτ. (4.120)

Taking Ds on both sides, it follows that:

Dsu(t) = S(t− T )Dsu(T )− i
∫ t

T

S(t− τ)Ds(|u|2u)(τ)dτ.

We suppose that I is an closed interval in R whose left endpoint is T and whose right

endpoint can be +∞. By Strichartz estimates, we deduce:

‖Dsu‖L4
t,x(I×R2) . ‖Dsu(T )‖L2

x(R2) + ‖Ds(|u|2u)‖
L

4
3
t,x(I×R2)

.

By using the Fractional Leibniz Rule and Hölder’s inequality, this implies:

‖Dsu‖L4
t,x(I×R2) . ‖Dsu(T )‖L2

x(R2) + ‖Dsu‖L4
t,x(I×R2)‖u‖2

L4
t,x(I×R2). (4.121)

Given ε > 0, by (4.118), we can make the interval I small enough so that:

‖u‖L4
t,x(I×R2) ≤ ε. (4.122)

Choosing ε small enough, (4.121), and (4.122) imply:

‖Dsu‖L4
t,x(I×R2) . ‖Dsu(T )‖L2

x(R2) = ‖u(T )‖Hs
x(R2) (4.123)

We now cover R by such intervals I, with a small modification when we take the left

endpoint of the interval to be −∞. The bound (4.119) now follows.

Let us now observe why (4.119) implies scattering in Hs. Namely, given δ > 0

small, we can find T (δ) > 0 such that:

‖Dsu‖L4
t,x([T (δ),+∞)×R2) ≤ δ (4.124)

We use (4.120), Strichartz estimates and we argue as before to obtain that for all

t ≥ T (δ), one has:
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‖Dsu(t)−S(t−T (δ))Dsu(T (δ))‖L∞t L2
x([T (δ),+∞)×R2) . ‖Dsu‖L4

t,x([T (δ),+∞)×R2)‖u‖2
L4
t,x([T (δ),+∞)×R2).

Using (4.118) and (4.124), it follows that, for all t ≥ T (δ):

‖Dsu(t)− S(t− T (δ))Dsu(T (δ))‖L∞t L2
x([T (δ),+∞)×R2) . δ (4.125)

We now let δk := 2−k → 0, and we choose T (δk) as above such that T (δk) → +∞.

Using (4.125) and the unitarity of S(t) on L2, it follows that (S(−T (δk)u(T (δk))) is

Cauchy inHs. By completeness, there exists u+ ∈ Hs such that S(−T (δk))u(T (δk))
Hs

−→

u+. By using (4.125) again, we note that:

S(−t)u(t)
Hs

−→ u+, as t→ +∞.

By unitarity, it follows that, for the obtained u+ ∈ Hs, one has:

‖u(t)− S(t)u+‖Hs
x(R2) → 0, as t→ +∞. (4.126)

An analogous argument shows that there exists u− ∈ Hs such that:

‖u(t)− S(t)u−‖Hs
x(R2) → 0, as t→ −∞. (4.127)

Hence, the Hs scattering result for the cubic NLS (4.4) follows, thus implying uniform

bounds on ‖u(t)‖Hs whenever Φ ∈ Hs.

4.4.6 Further remarks on the equation

Remark 4.4.6. Let us observe that Theorem 4.1.2 would follow immediately if we

knew that the equation (4.1) on R2 scattered in Hs. To the best of our knowledge, this

result isn’t available, and it can’t be deduced from currently known techniques used

to prove scattering. Some scattering results for the Hartree equation were previously
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studied in [55, 54, 56]. In [55, 54], the asymptotic completeness step was proved by

using techniques from [87], which work in dimensions n ≥ 3. In [56], the one and

two-dimensional equations are studied. In this case, scattering results are deduced for

a subset of solutions with initial data which belongs to a Gevrey class.

Further scattering results for the Hartree equation are noted in [49, 63]. In these

papers, one assumes that the initial data lies in an appropriate weighted Sobolev space.

The implied bounds depend on the corresponding weighted Sobolev norms of the initial

data. Hence, uniform bounds on appropriate Sobolev norms of solutions whose initial

data doesn’t lie in the weighted Sobolev spaces can’t be deduced by density. Also, the

techniques used to prove [85] and similar results are restricted to dimensions n ≥ 5.

Let us finally note that the techniques used to prove scattering for the defocusing

cubic NLS on R2 in [44] rely on the construction of a Morawetz functional. It is not

clear if this construction can be modified to (4.1). This would be an interesting problem

to examine. We expect scattering for (4.1) to be harder than for the defocusing NLS

since the nonlinearity is non-local.

4.5 Appendix: Proof of Proposition 4.3.1

Proof. The proof is based on a fixed-point argument. Let us WLOG look at t0 = 0.

With notation as in Chapter 2, we consider:

Lw := χδ(t)S(t)Φ− iχδ(t)
∫ t

0

S(t− t′)(V ∗ |wδ|2)wδ(t
′)dt′ (4.128)

Let c > 0 be the constant3 such that ‖χδS(t)Φ‖Xs,b ≤ cδ
1−2b

2 ‖Φ‖Hs . Such a constant

exists by using arguments from [71]. We then define:

B := {w; ‖w‖X1,b ≤ 2cδ
1−2b

2 ‖Φ‖H1 , ‖w‖Xs,b ≤ 2cδ
1−2b

2 ‖Φ‖Hs}

Arguing as in Chapter 2, B is complete w.r.t ‖ · ‖X1,b . For w ∈ B, we obtain:

3This time localization estimate, and all the other similar estimates that we had to use in previous
chapters carry over to the torus.
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‖Lw‖Xs,b ≤ cδ
1−2b

2 ‖Φ‖Hs + c1δ
1−2b

2 ‖(V ∗ |wδ|2)wδ‖Xs,b−1 (4.129)

Similarly, we obtain:

‖DLw‖X0,b ≤ cδ
1−2b

2 ‖DΦ‖L2 + c1δ
1−2b

2 ‖D((V ∗ |wδ|2)wδ)‖X0,b−1 (4.130)

We now estimate ‖(V ∗|wδ|2)wδ‖Xs,b−1 by duality. Namely, suppose that we are given

c = c(n, τ) such that: ∑
n

∫
dτ |c(n, τ)|2 = 1.

We want to estimate:

I :=
∑

n1−n2+n3−n4=0

∫
τ1−τ2+τ3−τ4=0

|c(n4, τ4)|
(1 + |τ4 + |n4|2|)1−b (1 + |n4|)s|w̃δ(n1, τ1)|

|w̃δ(n2, τ2)||w̃δ(n3, τ3)||V̂ (n1 + n2)|dτj

Since V̂ ∈ L∞(Z2), this expression is:

.
∑

n1−n2+n3−n4=0

∫
τ1−τ2+τ3−τ4=0

|c(n4, τ4)|
(1 + |τ4 + |n4|2|)1−b (1 + |n4|)s|w̃δ(n1, τ1)|

|w̃δ(n2, τ2)||w̃δ(n3, τ3)|dτj

Let us write:

Z2 =
∞⋃
k=0

Dk; Dk = {n ∈ Z2; |n| ∼ 2k}
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Let Ik1,k2,k3 denote the contribution to I with nj ∈ Dkj , for j = 1, 2, 3. Let us consider

WLOG the case when:

k1 ≥ k2 ≥ k3. (4.131)

The contributions from other cases are bounded analogously.

Following [15], we write:

Dk1 ⊆
⋃
α

Qα

Here, Qα are balls of radius 2k2 . We can choose this cover so that each element of

Dk1 lies in a fixed finite number of Qα. This number is independent of k1 and k2.

If n1 ∈ Qα, then since n4 = n1 − n2 + n3, |n2|, |n3| . 2k2 , it follows that n4 lies in

Q̃α, a dilate of Qα. Thus, the term that we want to estimate is:

Jk1,k2,k3 := 2k1s
∑
α

∑
n1∈Qα,n2∈Dk2 ,n3∈Dk3 ,n4∈Q̃α,n1−n2+n3−n4=0

∫
τ1−τ2+τ3−τ4=0

|w̃δ(n1, τ1)||w̃δ(n2, τ2)||w̃δ(n3, τ3)| |c(n4, τ4)|
(1 + |τ4 + |n4|2|)1−bdτj

We now define:

Fα(x, t) :=
∑
n∈Q̃α

∫
dτ

|c(n, τ)|
(1 + |τ + |n|2|)1−b e

i(〈n,x〉+τt) (4.132)

Gα(x, t) :=
∑
n∈Qα

∫
dτ |w̃δ(n, τ)|ei(〈n,x〉+τt) (4.133)

Hj(x, t) :=
∑
n∈Dkj

∫
dτ |w̃δ(n, τ)|ei(〈n,x〉+τt) (4.134)

By Parseval’s identity and Hölder’s inequality, we deduce:
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Jk1,k2,k3 . 2k1s
∑
α

∫
R

∫
T2

FαGαH2H3dxdt

≤ 2k1s
∑
α

‖Fα‖L4
t,x
‖Gα‖L4

t,x
‖H2‖L4

t,x
‖H3‖L4

t,x
.

Now, from Lemma 4.2.3, with s1, b1 as in the assumptions of Lemma 4.2.3, we

have:

‖H2‖L4
t,x
. 2k2s1(

∑
n∈Dk2

dτ(1 + |τ + |n|2|)2b1|w̃δ(n, τ)|2)
1
2

. 2k2s1‖(wδ)2k2‖X0,b1

Here (wδ)M is defined by: ((wδ)M )̂ = ŵδχDM , and we note that localization in

t and in n commute. This is a slight abuse of notation, but we interpret wδ as

a localization in time if δ > 0 is small, and we interpret wN as a localization in

frequency if N is a dyadic integer.

By interpolation, it follows that:

‖(wδ)2k2‖X0,b1 . ‖(wδ)2k2‖θX0,0‖(wδ)2k2‖1−θ
X0,b

Here:

θ := 1− b1

b
(4.135)

By construction of ψδ, we obtain:

‖(wδ)2k2‖X0,0 = ‖(wδ)2k2‖L2
t,x

= ‖(wδ)2k2ψδ‖L2
t,x

We now use Hölder’s inequality and (4.15) to see that this expression is:
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. ‖(wδ)2k2‖L4
tL

2
x
‖ψδ‖L4

t
. δ

1
4‖(wδ)2k2‖X0, 14+ ≤ δ

1
4‖(wδ)2k2‖X0,b .

Consequently:

‖H2‖L4
t,x
. 2k2s1δ

θ
4‖(wδ)2k2‖X0,b

. 2k2s1δ
θ
4

+ 1−2b
2 ‖w2k2‖X0,b (4.136)

In the last inequality, we used appropriate time-localization in X0,b.

Analogously:

‖H3‖L4
t,x
. 2k3s1δ

θ
4

+ 1−2b
2 ‖w2k3‖X0,b (4.137)

Given an index α, we define (wδ)α, and wα to be the restriction to n ∈ Qα of wδ

and w respectively. We note that this is a different localization than the ones we used

before. Since each Qα has radius 2k2 , Lemma 4.2.3 implies that:

‖Gα‖L4
t,x
. 2k2s1(

∑
n∈Qα

dτ(1 + |τ + |n|2|)2b1|w̃δ(n, τ)|2)
1
2

. 2k2s1‖(wδ)α‖X0,b1

Arguing as in (4.136),(4.137), we obtain:

‖Gα‖L4
t,x
. 2k2s1δ

θ
4

+ 1−2b
2 ‖wα‖X0,b (4.138)

Furthermore, each Qα is of radius ∼ 2k2 . Let cα be the restriction of c to n ∈ Q̃α.

Let us also choose b1 such that:

b1 ≤ 1− b. (4.139)
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From Lemma 4.2.3, and the previous definitions, we obtain:

‖Fα‖L4
t,x
. 2k2s1‖Fα‖X0,b1 ≤ 2k2s1‖Fα‖X0,1−b

. 2k2s1‖cα‖L2
τ,n
. (4.140)

From (4.136), (4.137), (4.138), (4.140), it follows that:

Jk1,k2,k3 .
∑
α

δ
3θ
4

+
3(1−2b)

2 2k1s8k2s12k3s1‖w2k2‖X0,b‖w2k3‖X0,b‖wα‖X0,b‖cα‖L2
τ,n

We apply the Cauchy-Schwarz inequality in α to deduce that the previous expres-

sion is 4:

. δ
3θ
4

+
3(1−2b)

2 2k1s8k2s12k3s1‖w2k1‖X0,b‖w2k2‖X0,b‖w2k3‖X0,b‖c2k1‖L2
τ,n

We write 8k2s1 = (8k2s1)0−(8k2s1)1+, 2k3s1 = (2k3s1)0−(2k3s1)1+, and we sum a geo-

metric series in k2, k3 to deduce that:

∑
kj satisfying (4.131)

Jk1,k2,k3 .

.
∑
k1

δ
3θ
4

+
3(1−2b)

2 ‖w2k1‖Xs,b‖c2k1‖L2
τ,n
‖w‖X3s1+,b‖w‖Xs1+,b

Using the Cauchy-Schwarz inequality in k1, this expression is:

. δ
3θ
4

+
3(1−2b)

2 ‖w‖Xs,b‖c‖L2
τ,n
‖w‖X3s1+,b‖w‖Xs1+,b

4Strictly speaking, we are making the annulus |n| ∼ 2k1 a little bit larger, but we write the
localization in the same way as before.
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. δ
3θ
4

+
3(1−2b)

2 ‖w‖Xs,b‖w‖2
X3s1+,b (4.141)

Let us take s1 = 1
3
−. Then, the assumptions of Lemma 4.2.3 will be satisfied if we

take b1 =
1−( 1

3
−)

2
+ = 1

3
+. Since b = 1

2
+, (4.139) is then satisfied. By our construction

in (4.135), one has: θ = 1−
1
3

+
1
2

+
> 1

4
. Hence, ρ0 := 3θ

4
+ 3(1− 2b) > 0.

Thus, by (4.129), and by definition of B it follows that for w ∈ B:

‖Lw‖Xs,b ≤ cδ
1−2b

2 ‖Φ‖Hs + c2δ
3θ
4

+2(1−2b)‖w‖Xs,b‖w‖2
X1,b

≤ cδ
1−2b

2 ‖Φ‖Hs + c3δ
1−2b

2 ‖Φ‖Hsδ
3θ
4

+3(1−2b)‖Φ‖2
H1

Similarly, for v, w ∈ B, one has:

‖Lv − Lw‖X1,b ≤ c1δ
3θ
4

+2(1−2b)(‖v‖X1,b + ‖w‖X1,b)2‖v − w‖X1,b

≤ c2δ
3θ
4

+3(1−2b)‖Φ‖2
H1‖v − w‖X1,b

We now argue as in Chapter 2 to obtain a fixed point v ∈ B. We then take D’s of

both sides and use (4.130). Now, we have to estimate:

‖D((V ∗ |vδ|2)vδ)‖X0,b−1 .

Arguing as before, it follows that this expression is:

. δρ0‖Dv‖X0,b‖v‖2
X1,b

Namely, in the analogue of Jk1,k2,k3 , we can replace the 2k1s by θ2k1 , which is

equal to 2k1s

Ns if 2k1 ≥ N , and 1 otherwise. One then argues as in Chapter 2, and

(4.40), (4.41) immediately follow.
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We now check uniqueness, i.e. (4.39). Namely, we suppose that:


iut + ∆u = (V ∗ |u|2)u, x ∈ T2, t ∈ R

ivt + ∆v = (V ∗ |v|2)v, x ∈ T2, t ∈ R

u|t=0 = v|t=0 ∈ Hs(T2), s > 1.

(4.142)

We are assuming that u is a well-posed solution to (4.1) on T2, and hence ‖u(t)‖Hs

satisfies exponential bounds, as was noted in the Introduction. Furthermore, since

v ∈ Xs, 1
2

+, by Sobolev embedding in time, it follows that v ∈ L∞t Hs
x. Consequently,

there exist A,B > 0 such that, for all t ∈ R, one has:

‖u(t)‖Hs , ‖v(t)‖Hs ≤ AeB|t| (4.143)

We observe:

u(t)− v(t) = −i
∫ t

0

S(t− t′)((V ∗ |u|2)u− (V ∗ |v|2)v)(t′)dt′

We take L2 norms in x and use Minkowski’s inequality to deduce:

‖u(t)− v(t)‖L2
x
≤
∫ t

0

‖(V ∗ |u|2)u− (V ∗ |v|2)v‖L2
x
dt′ (4.144)

In order to bound the integral, we need the two following bounds, which follow

from Hölder’s inequality, Young’s inequality, and Sobolev embedding 5.

‖(V ∗ (u1u2))u3‖L2
x
≤ ‖V ∗ (u1u2)‖L∞x ‖u3‖L2

x
≤ ‖V ‖L1

x
‖u1‖L∞x ‖u2‖L∞x ‖u3‖L2

x

≤ ‖u1‖Hs
x
‖u2‖Hs

x
‖u3‖L2

x
(4.145)

Also:

5Note that we are considering s > 1.
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‖(V ∗ (u1u2))u3‖L2
x
≤ ‖V ∗ (u1u2)‖L2

x
‖u3‖L∞x ≤ ‖V ‖L1

x
‖u1u2‖L2

x
‖u3‖L∞x

≤ ‖V ‖L1
x
‖u1‖L2

x
‖u2‖L∞x ‖u3‖L∞x ≤ ‖u1‖L2

x
‖u2‖Hs

x
‖u3‖Hs

x
(4.146)

Substituting (4.145) and (4.146) into (4.144), and using (4.143, it follows that:

‖u(t)− v(t)‖L2
x
.
∫ t

0

(‖u‖Hs + ‖v‖Hs)2‖u− v‖L2
x
dt′ .

∫ t

0

e2βt′‖u− v‖L2
x
dt′

By Gronwall’s inequality, it follows that on [0, t], one has ‖u − v‖L2
x

= 0, hence

u = v. The same argument works for negative times. (4.39) now follows.

Arguing as in Chapter 2, we note that all the implied constants depend on s,

energy, and mass, and that they are continuous in energy and mass.

This proves Proposition 4.3.1.
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Chapter 5

Bounds on R3; the Gross-Pitaevskii

Equation for dipolar quantum

gases

5.1 Introduction

In this chapter, we shall consider the initial value problem of the Gross-Pitaevskii

equation for dipolar quantum gases :

iut + ∆u = µ1|u|2u+ µ2(K ∗ |u|2)u, x ∈ R3, t ∈ R

u|t=0 = Φ ∈ Hs(R3)

(5.1)

Here, we take: K := 1−3 cos2 φ
|x|3 , where φ = φ(x) is the angle between x ∈ R3 and the

fixed dipole axis ~n = (0, 0, 1). One can check that then:

K(x) =
x2

1 + x2
2 − 2x2

3

|x|5
(5.2)

We are assuming that:

µ1 ≥
4π

3
µ2 ≥ 0 (5.3)
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This corresponds to the stable regime for (5.1). This condition is discussed in detail

in [1, 26]. Furthermore, we are assuming that s > 3
2

is a real number.

The Cauchy Problem (5.1) was used in [115, 116] to model the time evolution of a

dipolar quantum gas (with appropriate scaling constants). A rigorous mathematical

treatment regarding global well-posedness was given in [26]. This line of study was

continued in [1] in which the authors prove the existence of solitons in certain unstable

regimes.

The equation has the following conserved quantities:

M(u) :=

∫
|u|2dx (Mass)

and

E(u) :=
1

2

∫
|∇u|2dx+

1

4
µ1

∫
|u|4dx+

1

4
µ2

∫
(K ∗ |u|2)|u|2dx (Energy)

A key feature of the convolution potential K is the fact that we can compute K̂

explicitly and we find that this is a bounded function. More precisely, in [26], it is

shown that:

K̂(ξ) =
4π

3
(3 cos2 φ− 1) (5.4)

Here, φ = φ(ξ) is the angle between ξ ∈ R3 and the dipole axis ~n = (0, 0, 1). In

particular, we obtain:

K̂ ∈ L∞(R3). (5.5)

and

K̂(ξ) ≥ −4π

3
. (5.6)

As in [26], we let ρ := |u|2, and we observe that then:

‖∇u‖2
L2 = 2E−1

2
µ1‖u‖4

L4−
1

2
µ2

∫
(K∗|u|2)|u|2dx = 2E− 1

16π3

∫ (
µ1+µ2K̂(ξ)

)
|ρ̂(ξ)|2dξ
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≤ 2E − 1

16π3

∫ (
µ1 −

4π

3
µ2

)
|ρ̂(ξ)|2dξ ≤ 2E (5.7)

Here, we used 5.3 and 5.6). It is proved in [26] that (5.1) has a global solution u, with

‖u(t)‖H1 ≤ C(Φ).

5.1.1 Statement of the main result

Let u denote the solution to (5.1). As in previous chapters, it makes sense to study

the growth of ‖u(t)‖Hs . The result that we prove is:

Theorem 5.1.1. Let u and s be as above. There exists C = C(Φ) > 0 such that, for

all t ∈ R:

‖u(t)‖Hs ≤ C(1 + |t|)s+‖Φ‖Hs (5.8)

Remark 5.1.2. We note that the growth of high Sobolev norms of solutions to (5.1)

has not been studied so far. The scattering results for the defocusing cubic NLS on

R3 proved in [35] rely on the existence of a Morawetz action functional. It is not

immediately clear how one could modify this construction to the equation (5.1).

Remark 5.1.3. From the proof, we note that the same bounds hold for solutions of

the defocusing cubic NLS on R3:iut + ∆u = |u|2u, x ∈ R3, t ∈ R

u|t=0 = Φ ∈ Hs(R3)

(5.9)

However, from the scattering result in [35], one can obtain uniform bounds on ‖u(t)‖Hs.

5.1.2 Main ideas of the proof

The main idea of the proof of Theorem 5.1.1 is to modify the methods in the previous

chapters to three dimensions. We again use the upside-down I-method. Namely, in

(5.33), we construct an operator D such that ‖Du(t)‖L2
x

is equivalent to ‖u(t)‖Hs
x
.

We then show that the quantity ‖Du(t)‖2
L2
x

is slowly varying. The main reason why

we can use this approach is the fact that K is even, and K̂ ∈ L∞(R3). Let us remark
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that before, we assumed that the convolution potential V was in L1. This was just

needed in order to ensure that V̂ ∈ L∞.

5.2 Facts from harmonic analysis

A key tool will be the following variant of Strichartz Estimates, [69, 101, 106]:

Proposition 5.2.1. Suppose that 2 ≤ q, r ≤ ∞, and 2
q

+ 3
r

= 3
2
. Then, one has:

‖u‖LqtLrx(R×R3) . ‖u‖X0, 12+(R×R3)
(5.10)

In particular, we can take q = r = 10
3

and deduce that:

‖u‖
L

10
3
t,x(R×R3)

. ‖u‖
X0, 12+(R×R3)

(5.11)

From Sobolev Embedding, we know:

‖u‖L∞t,x(R×R3) . ‖u‖X 1
2+, 32+(R×R3)

(5.12)

We note that, if k = 1
3
, then:

k
10
3

+
1− k
∞

=
1

10
.

Hence, we can interpolate and deduce that:

‖u‖L10
t,x(R×R3) . ‖u‖X1+, 12+(R×R3)

(5.13)

and

‖u‖L10−
t,x (R×R3) . ‖u‖X1, 12+(R×R3)

(5.14)

Similarly, interpolation between (5.11) and (5.12) allows us to deduce that:

‖u‖
L

10
3 +(R×R3)

. ‖u‖
X0+, 12+(R×R3)

(5.15)
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Furthermore, we can interpolate between (5.11) and the fact that ‖u‖L2
t,x(R×R3) ∼

‖u‖X0,0(R×R3) to deduce that:

‖u‖
L

10
3 −(R×R3)

. ‖u‖
X0, 12−(R×R3)

(5.16)

We can also interpolate between the following consequence of Sobolev embedding in

time (i.e. Proposition 5.2.1 with q =∞, r = 2):

‖u‖L∞t L2
x(R×R3) . ‖u‖X0, 12+(R×R3)

and the fact that ‖u‖L2
t,x(R× R3) ∼ ‖u‖X0,0(R×R3) to deduce that:

‖u‖L4
tL

2
x(R×R3) . ‖u‖X0, 14+(R×R3)

(5.17)

The following estimate will be useful:

Lemma 5.2.2. Let c < d be real numbers, and let us denote by χ = χ(t) = χ[c,d](t).

One then has, for all s ∈ R, and for all b < 1
2
:

‖χu‖Xs,b(R×R3) . ‖u‖Xs,b+(R×R3) (5.18)

The proof of Lemma 5.2.2 is the same as the proof of Lemma 2.2.1 in Chapter 2

(see also [24, 36]). From the proof, we note that the implied constant is independent

of c and d. We omit the details.

5.2.1 An improved Strichartz estimate

We recall the following result, which was first proved by Bourgain in [14]:

Proposition 5.2.3. (Improved Strichartz Estimate) Suppose that N1, N2 are dyadic

integers such that N1 � N2, and suppose that u, v ∈ X0, 1
2

+(R2 ×R) satisfy, for all t:

supp û(t) ⊆ {|ξ| ∼ N1}, and supp v̂(t) ⊆ {|ξ| ∼ N2}. Then, one has:
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‖uv‖L2
t,x
.

N2

N
1
2

1

‖u‖
X0, 12+‖v‖X0, 12+ .

1

N
1
2

1

‖u‖
X0, 12+‖v‖X1, 12+ (5.19)

An alternative proof (in the 1D case) is given in [31].

We want to obtain a similar estimate in L2+
t L2

x. Let us observe that: 1
4

= 1
6
·0+ 5

6
· 3

10

and 1
6
· 3

2
+ 5

6
· 0 = 1

4
.

We now interpolate between (5.11), (5.12), and the estimate: ‖u‖L∞t L2
x
. ‖u‖

X0, 12+

to deduce that:

‖u‖L4+
t L4

x
. ‖u‖

X
1
4+, 12+ (5.20)

Proposition 5.2.4. Suppose that u, v are as in the assumption of 5.2.3. One then

has:

‖uv‖L2+
t L2

x
.

N2

N
1
2
−

1

‖u‖
X0, 12+‖v‖X0, 12+ .

1

N
1
2
−

1

‖u‖
X0, 12+‖v‖X1, 12+ (5.21)

Proof. We use Hölder’s Inequality and (5.20) to deduce that:

‖uv‖L2++
t L2

x
≤ ‖u‖L4+

t L4
x
‖v‖L4+

t L4
x
. ‖u‖

X
1
4+, 12+‖v‖X 1

4+, 12+

. N
1
4

+

1 N2‖u‖X0, 12+‖v‖X0, 12+ (5.22)

The Proposition now follows by interpolating between (5.22) and (5.19).

Finally, we are interested in a version of the improved Strichartz Estimate with a

rough cut-off in time. As before, given φ ∈ C∞0 (R), such that: 0 ≤ φ ≤ 1,
∫
R φ(t) dt =

1 , and λ > 0, we recall that the rescaling φλ of φ is defined by:

φλ(t) :=
1

λ
φ(
t

λ
).

Having defined the rescaling, we write, for the scale N > 1:

χ(t) = a(t) + b(t), for a := χ ∗ φN−1 . (5.23)
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We recall Lemma 8.2. of [31], the authors note the following estimate, which holds

in all space dimensions:

‖a(t)f‖
X0, 12+ . N0+‖f‖

X0, 12+ . (5.24)

(The implied constant here is independent of N .)

On the other hand, for any M ∈ (1,+∞), one obtains:

‖b‖LMt ≤ C(M,Φ).

If one defines,

b1(t) :=

∫
R
|b̂(τ)|eitτdτ. (5.25)

then, one also has:

‖b1‖LMt ≤ C(M,Φ). (5.26)

Hence, we can prove:

Proposition 5.2.5. (Improved Strichartz Estimate with rough cut-off in time) Let

u, v ∈ X0, 1
2

+(R3 × R) satisfy the assumptions of Proposition 5.2.3. Suppose that

N1 & N . Let u1, v1 be given by:

ũ1 := |(χu)̃ |, ṽ1 := |ṽ |.

Then one has:

‖u1v1‖L2
t,x
.

N2

N
1
2
−

1

‖u‖
X0, 12+‖v‖X0, 12+ (5.27)

The same bound holds if

ũ1 := |ũ |, ṽ1 := |(χv)̃ |.

Proof. Let’s consider the case when ũ1 = |(χu)̃ |, ṽ1 = |ṽ |. With notation as earlier,

let F1, F2 be given by:
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F̃1 := |(au)̃ |, F̃2 := |(bu)̃ |.

Then, by the triangle inequality, one has:

ũ1 ≤ F̃1 + F̃2.

Since ũ1, ṽ1 ≥ 0, Plancherel’s Theorem and duality imply that:

‖u1v1‖L2
t,x
∼ sup
‖c‖

L2
τ,ξ

=1

∫
τ1+τ2+τ3=0

∫
ξ1+ξ2+ξ3=0

ũ1(ξ1, τ1)ṽ1(ξ2, τ2)|c(ξ3, τ3)|dξjdτj

≤ sup
‖c‖

L2
τ,ξ

=1

∫
τ1+τ2+τ3=0

∫
ξ1+ξ2+ξ3=0

F̃1(ξ1, τ1)ṽ1(ξ2, τ2)|c(ξ3, τ3)|dξjdτj +

sup
‖c‖

L2
τ,ξ

=1

∫
τ1+τ2+τ3=0

∫
ξ1+ξ2+ξ3=0

F̃2(ξ1, τ1)ṽ1(ξ2, τ2)|c(ξ3, τ3)|dξjdτj

Since F̃1, F̃2, ṽ1 ≥ 0, it follows that the latter expression is ∼ ‖F1v1‖L2
t,x

+ ‖F2v1‖L2
t,x

.

Hence, it follows that:

‖u1v1‖L2
t,x
. ‖F1v1‖L2

t,x
+ ‖F2v1‖L2

t,x

By Proposition 5.2.3, by the frequency assumptions on F1 and v1, and by the fact

that taking absolute values in the spacetime Fourier transform doesn’t change the

Xs,b norms, we know that:

‖F1v1‖L2
t,x
.

N2

N
1
2

1

‖au‖
X0, 12+‖v‖X0, 12+

We now use (5.24) to deduce that this expression is:

.
N2

N
1
2

1

(N0+‖u‖
X0, 12+)‖v‖

X0, 12+

Since N1 & N , this expression is:
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.
N2

N
1
2
−

1

‖u‖
X0, 12+‖v‖X0, 12+ (5.28)

On the other hand, let us consider c ∈ L2
τ,ξ. With notation as before, one has:

∣∣ ∫
τ1+τ2=0

∫
ξ1+ξ2=0

(F2v1)̃ (ξ1, τ1)c(ξ2, τ2)dξjdτj
∣∣

=
∣∣ ∫

τ1+τ2+τ3=0

∫
ξ1+ξ2+ξ3=0

|(bu)̃ (ξ1, τ1)|ṽ1(ξ2, τ2)c(ξ3, τ3)dξjdτj
∣∣

≤
∫
τ0+τ1+τ2+τ3=0

∫
ξ1+ξ2+ξ3=0

|̂b(τ0)||ũ(ξ1, τ1)||ṽ1(ξ2, τ2)||c(ξ3, τ3)|dξjdτj := I

We then define the functions Gj, j = 1, . . . , 3 by:

G̃1 := |ũ|, G̃2 := |ṽ1|, G̃3 := |c|

Recalling (5.25), and using Parseval’s identity, it follows that:

I .
∫
R×R3

b1(t)G1(x, t)G2(x, t)G3(x, t)dxdt

We choose M ∈ (1,∞), and 2+ such that: 1
M

+ 1
2+

= 1. By an LMt , L
2+
t L2

x, L
2
t,x Hölder

inequality, we deduce that:

I . ‖b1‖LMt ‖G1G2‖L2+
t L2

x
‖G4‖L2

t,x

We use (5.26), Proposition 5.2.4, and Plancherel’s theorem to deduce that:

I .
N2

N
1
2
−

1

‖u‖
X0, 12+‖v‖X0, 12+‖c‖L2

τ,ξ
.

By duality and by Plancherel’s theorem, it follows that:

‖F2v1‖L2
t,x
.

N2

N
1
2
−

1

‖u‖
X0, 12+‖v‖X0, 12+ (5.29)
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The case when ũ1 := |ũ |, ṽ1 := |(χv)̃ | is treated analogously. The Proposition now

follows from (5.28) and (5.29).

5.2.2 A frequency localized Strichartz estimate

We will need to use the following Strichartz estimate, which assumes that the function

which we are estimating satisfies appropriate localization in frequency. A similar

result was proved in two dimensions in [15], and we had to use its modification in

Chapter 4:

Lemma 5.2.6. Suppose that Q is a ball in R3 of radius N , and center ξ0. Suppose

that u satisfies supp û ⊆ Q. Then, one has:

‖u‖
L

10
3
t,x

. N
3
5‖u‖

X0, 15+ (5.30)

Proof. Suppose that u is as in the assumption of the Lemma. Suppose that b′ > 1
4
.

Then, one has, by the Hausdorff-Young Inequality in space and time:

‖u‖
L

10
3
t,x

≤

( ∫
Q

∫
R
|ũ(ξ, τ)|

10
7 dτdξ

) 7
10 =

( ∫
Q

∫
R
(1 + |τ + |ξ|2)

10b′
7 |ũ(ξ, τ)|

10
7 (1 + |τ + |ξ|2)−

10b′
7 dτdξ

) 7
10

We use an L
7
5 , L

7
2 Hölder inequality in τ to deduce that this is:

≤
(∫

Q

( ∫
R
(1 + |τ + |ξ|2)2b′|ũ(ξ, τ)|2dτ

) 5
7
( ∫

R
(1 + |τ + |ξ|2)−5b′dτ

) 2
7dξ
) 7

10

Since b′ > 1
5
, this expression is:

.
(∫

Q

( ∫
R
(1 + |τ + |ξ|2)2b′|ũ(ξ, τ)|2dτ

) 5
7dξ
) 7

10
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=
(∫

Q

(
(

∫
R
(1 + |τ + |ξ|2)2b′|ũ(ξ, τ)|2dτ)

1
2

) 10
7 dξ

) 7
10

By an L2, L5 Hölder inequality in ξ, this expression is:

≤
( ∫

Q

∫
(1 + |τ + |ξ|2)2b′|ũ(ξ, τ)|2dτdξ

) 1
2
( ∫

Q

1dξ
) 1

5

. N
3
5‖u‖X0,b′

since we are working in three dimensions.

We can now interpolate between the bounds (5.11) and (5.30) to deduce:

Proposition 5.2.7. Suppose that u is as in the assumption of Lemma 5.2.6. Suppose,

furthermore, that b1, s1 ∈ R satisfy: 1
5
< b1 <

1
2
+, and s1 > 1− 2b1. Then, one has:

‖u‖
L

10
3
t,x

. N s1‖u‖X0,b1 (5.31)

5.3 Proof of the Main Result

5.3.1 Definition of the D operator

We start by defining an appropriate multiplier:

Suppose N > 1 is given. Let θ : R3 → R be given by:

θ(ξ) :=


( |ξ|
N

)s
, if |ξ| ≥ N

1, if |ξ| ≤ N

(5.32)

Then, if f : R3 → C, we define Df by:

D̂f(ξ) := θ(ξ)f̂(ξ). (5.33)

We observe that:
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‖Df‖L2
x
.s ‖f‖Hs

x
.s N

s‖Df‖L2
x
. (5.34)

Our goal is to then estimate ‖Du(t)‖L2
x

, from which we can estimate ‖u(t)‖Hs
x

by

(5.34). In order to do this, we first need to have good local-in-time bounds.

5.3.2 Local-in-time bounds

Let u denote the global solution to (5.1). One then has:

Proposition 5.3.1. (Local-in-time bounds) There exist δ = δ(s, E(Φ),M(Φ)), C =

C(s, E(Φ),M(Φ)) > 0, which are continuous in energy and mass, such that for all

t0 ∈ R, there exists a globally defined function v : R3 × R→ C such that:

v|[t0,t0+δ] = u|[t0,t0+δ]. (5.35)

‖v‖
X1, 12+ ≤ C(s, E(Φ),M(Φ)) (5.36)

‖Dv‖
X0, 12+ ≤ C(s, E(Φ),M(Φ))‖Du(t0)‖L2 . (5.37)

We prove Proposition 5.3.1 in the Appendix of this chapter.

Remark 5.3.2. We note that mass and energy are continuous on H
3
2

+
x . To note that

energy is continuous on H
3
2

+
x , we use the fact that:

‖(K ∗ (w1w2))w3w4‖L1
x
≤ ‖(K ∗ (w1w2))‖L2

x
‖w3w4‖L2

x
. ‖w1w2‖L2

x
‖w3w4‖L2

x

≤ ‖w1‖L2
x
‖w2‖L∞x ‖w3‖L2

x
‖w4‖L∞x . ‖w1‖

H
3
2+
x

‖w2‖
H

3
2+
x

‖w3‖
H

3
2+
x

‖w4‖
H

3
2+
x

Hence, we can use smooth functions as initial data (and hence work with smooth

solutions), and use density to deduce the general solution as in the previous chapters.
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5.3.3 Estimate on the growth of ‖Du(t)‖2
L2
x

We use the equation to deduce that:

d

dt
‖Du(t)‖2

L2
x
∼
∫
ξ1+ξ2=0

(Dut)̂ (ξ1)(Du)̂ (ξ2)dξj +

∫
ξ1+ξ2=0

(Du)̂ (ξ1)(Dut)̂ (ξ2)dξj

=: (I) + (II)

We observe that then:

(I) =

∫
ξ1+ξ2=0

(Di∆u− iD(|u|2u)− iD((K ∗ |u|2)u))̂ (ξ1)(Du)̂ (ξ2)dξj

= i

∫
ξ1+ξ2=0

(θ(ξ1))2(−ξ2
1)û(ξ1)̂̄u(ξ2)dξj − i

∫
ξ1+ξ2=0

(|u|2u)̂ (ξ1)(θ(ξ2))2̂̄u(ξ2)dξj

−i
∫
ξ1+ξ2=0

((K ∗ |u|2)u)̂ (ξ1)(θ(ξ2))2̂̄u(ξ2)dξj

= i

∫
ξ1+ξ2=0

(θ(ξ1))2(−ξ2
1)û(ξ1)̂̄u(ξ2)dξj−i

∫
ξ1+ξ2+ξ3+ξ4=0

û(ξ1)̂̄u(ξ2)û(ξ3)(θ(ξ4))2̂̄u(ξ4)dξj

−i
∫
ξ1+ξ2+ξ3+ξ4=0

K̂(ξ1 + ξ2)û(ξ1)̂̄u(ξ2)û(ξ3)(θ(ξ4))2̂̄u(ξ4)dξj

= i

∫
ξ1+ξ2=0

(θ(ξ1))2(−ξ2
1)û(ξ1)̂̄u(ξ2)dξj−

i

2

∫
ξ1+ξ2+ξ3+ξ4=0

(
(θ(ξ2))2+(θ(ξ4))2

)
û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj

− i
2

∫
ξ1+ξ2+ξ3+ξ4=0

K̂(ξ1 + ξ2)(θ(ξ4))2û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj
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− i
2

∫
ξ1+ξ2+ξ3+ξ4=0

K̂(ξ3 + ξ4)(θ(ξ2))2û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj

= i

∫
ξ1+ξ2=0

(θ(ξ1))2(−ξ2
1)û(ξ1)̂̄u(ξ2)dξj−

i

2

∫
ξ1+ξ2+ξ3+ξ4=0

(
(θ(ξ2))2+(θ(ξ4))2

)
û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj

− i
2

∫
ξ1+ξ2+ξ3+ξ4=0

K̂(ξ3 + ξ4)
(
(θ(ξ2))2 + (θ(ξ4))2

)
û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj (5.38)

Here, we used the appropriate symmetrization ξ2 ↔ ξ4 and the fact that K is even,

and hence K̂ is also even, so we have: K̂(ξ1 + ξ2) = K̂(ξ3 + ξ4).

Analogously:

(II) = i

∫
ξ1+ξ2=0

(θ(ξ2))2ξ2
2 û(ξ1)̂̄u(ξ2)dξj+

i

2

∫
ξ1+ξ2+ξ3+ξ4=0

(
(θ(ξ1))2+(θ(ξ3))2

)
û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj

+
i

2

∫
ξ1+ξ2+ξ3+ξ4=0

K̂(ξ3 + ξ4)
(
(θ(ξ1))2 + (θ(ξ3))2

)
û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj (5.39)

From (5.38), (5.39), we deduce that, for some fixed c ∈ R, one has:

d

dt
‖Du(t)‖2

L2
x

= ci

∫
ξ1+ξ2+ξ3+ξ4=0

(
(θ(ξ1))2−(θ(ξ2))2+(θ(ξ3))2−(θ(ξ4))2

)
û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj

+ci

∫
ξ1+ξ2+ξ3+ξ4=0

K̂(ξ3+ξ4)
(
(θ(ξ1))2−(θ(ξ2))2+(θ(ξ3))2−(θ(ξ4))2

)
û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj

= ciλ4((θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2;u)

+ciλ4(((θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2)K̂(ξ3 + ξ4);u)

= λ4(M4;u) (5.40)
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Here, M4 : Γ4 → C is given by:

M4(ξ1, ξ2, ξ3, ξ4) := ic
(
(θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2

)
K̂(ξ3 + ξ4) (5.41)

Let δ > 0 be as in Proposition 5.3.1. Let t0 ∈ R be given. The quantity we want to

estimate is:

‖Du(t0 + δ)‖2
L2
x
− ‖Du(t0)‖2

L2
x

(5.42)

The bound that we prove is:

Lemma 5.3.3. The following bound holds for all t0 ∈ R:

∣∣‖Du(t0 + δ)‖2
L2
x
− ‖Du(t0)‖2

L2
x

∣∣ . 1

N1−‖Du(t0)‖2
L2
x

The implied constant is independent of t0.

As in previous chapters, we see that Lemma 5.3.3 implies Theorem 5.1.1.

We now prove Lemma 5.3.3

Proof. Let us consider WLOG the case when t0 = 0. The proof in the general case

is the same. Let v be the function obtained by Proposition 5.3.1 when we let t0 = 0.

By (5.40), we then have to estimate:

∫ δ

0

λ4(M4;u(t))dt =

∫ δ

0

λ4(M4; v(t))dt

We now use a dyadic localization. We suppose that |ξj| ∼ Nj, where Nj are

dyadic integers. Let us WLOG suppose that N1 ≥ N2 ≥ N3 ≥ N4. The other cases

are bounded in an analogous way. By construction, we know that M4 = 0 unless one

has:

N1 ∼ N2;N1 & N (5.43)

We henceforth consider only such cases.
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Furthermore, by construction of θ, and by (5.5), we note that 1:

M4 = O(θ(N1)θ(N2)) (5.44)

Let χ := χ[0,δ](t). By the triangle inequality and by (5.44), we have to estimate

the following quantity:

IN1,N2,N3,N4 := (5.45)∫
τ1+τ2+τ3+τ4=0

∫
ξ1+ξ2+ξ3+ξ4=0

θ(N1)θ(N2)|(χv)̃N1(ξ1, τ1)||˜̄vN2(ξ2, τ2)||ṽN3(ξ3, τ3)||˜̄vN4(ξ4, τ4)|dξjdτj

We consider two cases:

Case 1: N3 ∼ N1

Let us define the functions Fj, j = 1, . . . , 4 by:

F̃1 := |(χv)̃N1|, F̃2 := |ṽN2|, F̃3 := |ṽN3|, F̃4 := |˜̄vN4|

By Parseval’s Identity, one then has:

IN1,N2,N3,N4 ∼
∫
R

∫
R3

θ(N1)θ(N2)F1F2F3F4dxdt

We can now use an L
10
3
−

t,x , L
10
3

+
t,x , L

10
3
t,x, L

10−
t,x Hölder Inequality to deduce that:

|IN1,N2,N3,N4| ≤ θ(N1)θ(N2)‖F1‖
L

10
3 −
t,x

‖F2‖
L

10
3 +

t,x

‖F3‖
L

10
3
t,x

‖F4‖L10−
t,x

which by (5.16), (5.15), (5.11), and (5.14) is:

. θ(N1)θ(N2)‖F1‖X0, 12−
‖F2‖X0+, 12+‖F3‖X0, 12+‖F4‖X1, 12+

Since taking absolute values in the spacetime Fourier Transform doesn’t change the

1Here, we are slightly abusing notation by writing θ(Nj) instead of θ(Nj , 0). We recall that θ is
a radial function, so this doesn’t matter.
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Xs,b norm, it follows that the preceding quantity equals:

. θ(N1)θ(N2)‖(χv)N1‖X0, 12−
‖vN2‖X0+, 12+‖vN3‖X0, 12+‖vN4‖X1, 12+

∼ ‖(χDv)N1‖X0, 12−

(
N0+

2 ‖DvN2‖X0, 12+

)( 1

N3

‖vN3‖X1, 12+

)
‖vN4‖X1, 12+

which by using Proposition 5.2.2, localization in frequency, (5.45), and the assumption

of Case 1 is:

.
1

N1−
1

‖Dv‖2

X0, 12+
‖v‖2

X1, 12+

By using Proposition 5.3.1, and the uniform bounds on ‖u(t)‖H1 , this expression is:

.
1

N1−
1

‖DΦ‖2
L2 (5.46)

Case 2: N1 � N3

In this case, we let:

G̃1 := |(χv)N1̃ |, G̃2 := |ṽN2|, G̃3 := |ṽN3 |, G̃4 := |ṽN4|

By Parseval’s Identity, it follows that:

IN1,N2,N3,N4 ∼
∫
R

∫
R3

θ(N1)θ(N2)G1G2G3G4dxdt

We use the Cauchy-Schwarz Inequality to deduce that the previous expression is:

≤ θ(N1)θ(N2)‖G1G3‖L2
t,x
‖G2G4‖L2

t,x

By the frequency assumptions, we know that:

N1 � N3, N2 � N4, N1 ∼ N2 & N.

Hence, we can use Proposition 5.2.5 and Proposition 5.2.3 to deduce that the above
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expression is:

. θ(N1)θ(N2)
( N3

N
1
2
−

1

‖G1‖X0, 12+‖G3‖X0, 12+

)( N4

N
1
2
−

2

‖G2‖X0, 12+‖G4‖X0, 12+

)
which by frequency localization is:

.
1

N1−
1

‖DvN1‖X0, 12+‖vN2‖X1, 12+‖DvN3‖X0, 12+‖vN4‖X1, 12+

.
1

N1−
1

‖Dv‖2

X0, 12+
‖v‖2

X1, 12+

By Proposition 5.3.1, this expression is:

.
1

N1−
1

‖DΦ‖2
L2 (5.47)

We combine (5.46) and (5.47), and we sum in the Nj keeping in mind the condition

(5.43) to obtain the Lemma.

5.4 Appendix: Proof of Proposition 5.3.1

Proof. The proof is based on a fixed-point argument, and is a modification of the

proof of the similar result in two dimensions which is given in Chapter 4. The latter

proof is a slight modification of a proof from [15]. Let us WLOG look at t0 = 0. The

general proof is analogous. As before, we take: χ, φ, ψ ∈ C∞0 (R), with 0 ≤ χ, φ, ψ ≤ 1,

such that:

χ = 1 on [−1, 1] , χ = 0 outside [−2, 2]. (5.48)

φ = 1 on [−2, 2] , φ = 0 on [−4, 4]. (5.49)

ψ = 1 on [−4, 4] , ψ = 0 on [−8, 8]. (5.50)
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We let:

χδ := χ(
·
δ

), φδ := φ(
·
δ

), ψδ := ψ(
·
δ

). (5.51)

Then:

χδ = 1 on [−δ, δ] , χδ = 0 outside [−2δ, 2δ]. (5.52)

φδ = 1 on [−2δ, 2δ] , φδ = 0 outside [−4δ, 4δ]. (5.53)

ψδ = 1 on [−4δ, 4δ] , ψδ = 0 outside [−8δ, 8δ]. (5.54)

Similarly as in Chapter 2, we denote by wδ the function φδw, and we consider the

operator L defined by:

Lw := χδ(t)S(t)Φ− iχδ(t)
∫ t

0

S(t− t′)
(
µ1|wδ|2wδ(t′) +µ2(K ∗ |wδ|2)wδ(t

′)
)
dt′ (5.55)

Let c > 0 be the constant2 such that ‖χδS(t)Φ‖Xs,b ≤ cδ
1−2b

2 ‖Φ‖Hs . Such a constant

exists by using arguments from [71]. Let us take b := 1
2
+. We then define:

B := {w; ‖w‖X1,b ≤ 2cδ
1−2b

2 ‖Φ‖H1 , ‖w‖Xs,b ≤ 2cδ
1−2b

2 ‖Φ‖Hs}

Arguing as in Chapter 2, B is complete w.r.t ‖ · ‖X1,b . For w ∈ B, we obtain:

‖Lw‖Xs,b ≤ cδ
1−2b

2 ‖Φ‖Hs + c1δ
1−2b

2 ‖|wδ|2wδ‖Xs,b−1 + c1δ
1−2b

2 ‖(K ∗ |wδ|2)wδ‖Xs,b−1

(5.56)

Similarly, we obtain:

‖DLw‖X0,b ≤ cδ
1−2b

2 ‖DΦ‖L2+c1δ
1−2b

2 ‖D(|wδ|2wδ)‖X0,b−1+c1δ
1−2b

2 ‖D((K∗|wδ|2)wδ)‖X0,b−1

(5.57)

2All previous localization estimates in time carry over to R3.
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We now estimate ‖(K ∗ |wδ|2)wδ‖Xs,b−1 by duality. The term ‖|wδ|2wδ‖Xs,b−1 is

estimated in the same way. We suppose that we are given c = c(ξ, τ) such that:

∫
R2

∫
R
|c(ξ, τ)|2dτdξ = 1.

We want to estimate:

I :=

∫
ξ1−ξ2+ξ3−ξ4=0

∫
τ1−τ2+τ3−τ4=0

|c(ξ4, τ4)|
(1 + |τ4 + |ξ4|2|)1−b (1 + |ξ4|)s|w̃δ(ξ1, τ1)|

|w̃δ(ξ2, τ2)||w̃δ(ξ3, τ3)||K̂(ξ1 + ξ2)|dτjdξj

Since K̂ ∈ L∞(R3), by (5.5), this expression is:

.
∑

ξ1−ξ2+ξ3−ξ4=0

∫
τ1−τ2+τ3−τ4=0

|c(ξ4, τ4)|
(1 + |τ4 + |ξ4|2|)1−b (1 + |ξ4|)s|w̃δ(ξ1, τ1)|

|w̃δ(ξ2, τ2)||w̃δ(ξ3, τ3)|dτjdξj

Let us write:

R3 =
∞⋃
k=0

Dk; Dk = {ξ ∈ R3; |ξ| ∼ 2k}

Let Ik1,k2,k3 denote the contribution to I with ξj ∈ Dkj , for j = 1, 2, 3. Let us consider

WLOG the case when:

k1 ≥ k2 ≥ k3. (5.58)

The contributions from other cases are bounded analogously.
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Following [15], we write:

Dk1 ⊆
⋃
α

Qα

Here, Qα are balls of radius 2k2 . We can choose this cover so that each element of

Dk1 lies in a fixed finite number of Qα. This number is independent of k1 and k2.

If ξ1 ∈ Qα, then since ξ4 = ξ1 − ξ2 + ξ3, |ξ2|, |ξ3| . 2k2 , it follows that ξ4 lies in

Q̃α, a dilate of Qα. Thus, the term that we want to estimate is:

Jk1,k2,k3 := 2k1s
∑
α

∫
ξ1∈Qα,ξ2∈Dk2 ,ξ3∈Dk3 ,ξ4∈Q̃α,ξ1−ξ2+ξ3−ξ4=0

∫
τ1−τ2+τ3−τ4=0

|w̃δ(ξ1, τ1)||w̃δ(ξ2, τ2)||w̃δ(ξ3, τ3)| |c(ξ4, τ4)|
(1 + |τ4 + |ξ4|2|)1−bdτjdξj

We now define:

Fα(x, t) :=

∫
ξ∈Q̃α

∫
R

|c(ξ, τ)|
(1 + |τ + |ξ|2|)1−b e

i(〈x,ξ〉+tτ)dτdξ (5.59)

Gα(x, t) :=

∫
ξ∈Qα

∫
R
|w̃δ(ξ, τ)|ei(〈x,ξ〉+tτ)dτdξ (5.60)

Hj(x, t) :=
∑
ξ∈Dkj

|w̃δ(ξ, τ)|ei(〈x,ξ〉+tτ)dτdξ (5.61)

for j = 2, 3.

By Parseval’s identity and Hölder’s inequality, we deduce:

Jk1,k2,k3 . 2k1s
∑
α

∫
R

∫
R3

FαGαH2H3dxdt

≤ 2k1s
∑
α

‖Fα‖
L

10
3
t,x

‖Gα‖
L

10
3
t,x

‖H2‖
L

10
3
t,x

‖H3‖L10
t,x
. (5.62)
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Given a dyadic integer M , let us define (wδ)M by: ((wδ)M )̂ = ŵδχDM , and we

note that localization in t and in ξ commute. This is a slight abuse of notation, but

we interpret wδ as a localization in time if δ > 0 is small, and we interpret wN as

a localization in frequency if N is a dyadic integer. We similarly abuse notation by

writing (wδ)α for the inverse Fourier transform of ŵδχQα .

We first note by Proposition 5.2.7, with s1, b1 as in the assumptions of the Propo-

sition:

‖Gα‖
L

10
3
t,x

. 2k2s1‖(wδ)α‖X0,b1

By interpolation, it follows that:

‖(wδ)α‖X0,b1 . ‖(wδ)α‖θX0,0‖(wδ)α‖1−θ0
X0,b

Here:

θ0 := 1− b1

b
(5.63)

By construction of ψδ, we obtain:

‖(wδ)α‖X0,0 ∼ ‖(wδ)α‖L2
t,x

= ‖(wδ)αψδ‖L2
t,x

We now use Hölder’s inequality and (5.17) to see that this expression is:

. ‖(wδ)α‖L4
tL

2
x
‖ψδ‖L4

t
. δ

1
4‖(wδ)α‖X0, 14+ ≤ δ

1
4‖(wδ)α‖X0,b .

Consequently:

‖Gα‖
L

10
3
t,x

. 2k2s1δ
θ
4‖(wδ)α‖X0,b

. 2k2s1δ
θ0
4

+ 1−2b
2 ‖wα‖X0,b (5.64)

In the last inequality, we used appropriate time-localization in X0,b.
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Analogously:

‖H2‖
L

10
3
t,x

. 2k2s1δ
θ0
4

+ 1−2b
2 ‖w2k2‖X0,b (5.65)

In order to estimate ‖H3‖L10
t,x

, we recall by (5.13) that:

‖H3‖L10
t,x
. ‖H3‖X1+, 12+ ∼ (2k3)1+‖H3‖X0,b

∼ (2k3)1+‖(wδ)2k3‖X0,b

. (2k3)1+δ
1−2b

2 ‖w2k3‖X0,b (5.66)

Finally, we want to estimate ‖Fα‖
L

10
3
t,x

. In order to do this, let cα denote the localization

of c = c(ξ, τ) to Q̃α. We use Proposition 5.2.7 with s1, b1 as in the assumption of this

Proposition to deduce that:

‖Fα‖
L

10
3
t,x

. 2k2s1‖F−1
( cα(ξ, τ)

(1 + |τ + |ξ|2)1−b

)
‖X0,b1

Here, F−1 denotes the inverse Spacetime Fourier transform. Consequently, if the

condition:

b1 ≤ 1− b (5.67)

one has:

‖Fα‖
L

10
3
t,x

. 2k2s1‖cα‖L2
τ,ξ

(5.68)

We now combine (5.62),(5.64),(5.65),(5.66), and (5.68) to deduce that, assuming

the condition (5.67), one has:

|Jk1,k2,k3| .
∑
α

δ
θ0
2

+
3(1−2b)

2 2k1s8k2s1(2k3)1+‖wα‖X0,b‖w2k2‖X0,b‖w2k3‖X0,b‖cα‖L2
τ,ξ
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.
∑
α

δ
θ0
2

+
3(1−2b)

2 (2−k2)0+(2−k3)0+‖wα‖Xs,b‖w‖X3s1+,b‖w‖X1,b‖cα‖L2
τ,ξ

which by using the Cauchy-Schwarz inequality in α is:

. δ
θ0
2

+
3(1−2b)

2 (2−k2)0+(2−k3)0+‖w2k1‖Xs,b‖w‖X3s1+,b‖w‖X1,b‖c2k1‖L2
τ,ξ

Here c2k1 denotes the localization to the region obtained by the union of the Q̃α. The

notation is justified by the fact that on this region, one has |ξ| ∼ 2k1 .

We now sum a geometric series in k2 and k3, and we use the Cauchy-Schwarz

inequality in k1 to deduce that:

∑
k1,k2,k3

|Jk1,k2,k3 | . δ
θ0
2

+
3(1−2b)

2 ‖w‖Xs,b‖w‖X3s1+,b‖w‖X1,b (5.69)

We now choose s1 := 1
3
− such that:

3s1+ = 1 (5.70)

By Proposition 5.2.7, we can take b1 :=
1− 1

3
−

2
+ = 1

3
+ ∈ (1

5
, 1

2
+). We must check

now that θ0 as defined in (5.63) belongs to (0, 1), and that the condition (5.67) holds.

We note indeed:

θ0 = 1− b1

b
= 1−

1
3
+

1
2
+
>

1

4

hence θ0 ∈ (0, 1) and:

1− b =
1

2
− ≥ 1

3
+ = b1

By the preceding arguments, it follows that:

‖(K ∗ |wδ|2)wδ‖Xs,b−1 . δ
θ0
2

+
3(1−2b)

2 ‖w‖Xs,b‖w‖2
X1,b

An analogous bound holds for ‖|wδ|2wδ‖Xs,b−1 . Consequently, by (5.56), it follows

that for w ∈ B, one has:

‖Lw‖Xs,b ≤ cδ
1−2b

2 ‖Φ‖Hs + c2δ
θ0
2

+3(1−2b)‖Φ‖2
H1δ

1−2b
2 ‖Φ‖Hs (5.71)
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We note that θ0
2

+ 3(1− 2b) > 0, if b = 1
2
+ is sufficiently close to 1

2
.

The argument works for s = 1, and we obtain:

‖Lw‖X1,b ≤ cδ
1−2b

2 ‖Φ‖H1 + c2δ
θ0
2

+
3(1−2b)

2 ‖Φ‖2
H1δ

1−2b
2 ‖Φ‖H1 (5.72)

Furthermore, the same arguments that we used to obtain (5.71) and (5.72) imply

that, for v, w ∈ B, one has:

‖Lv − Lw‖X1,b ≤ c3δ
θ0
2

+2(1−2b)(‖v‖X1,b + ‖w‖X1,b)2‖v − w‖X1,b

≤ c4δ
θ0
2

+3(1−2b)‖Φ‖2
H1‖v − w‖X1,b (5.73)

We now choose δ > 0 sufficiently small so that: c2δ
θ0
2

+
3(1−2b)

2 ‖Φ‖2
H1 ≤ c, and c4δ

θ0
2

+3(1−2b)‖Φ‖2
H1 ≤

1
2
. (5.71), (5.72), and (5.73) will then imply that L is a contraction on (B, d), where

d(v, w) := ‖v − w‖X1,b . We recall that in Chapter 2, we proved that (B, d) is a Ba-

nach space in the 1D periodic setting (cf. Proposition 2.3.2 in Chapter 2). The proof

was based on the use of Theorem 1.2.5. from [28]. The same proof works in the 3D

non-periodic setting. Hence, we can apply the Banach fixed point Theorem to deduce

that there exists a fixed point v ∈ B of L.

For this fixed point v ∈ B, we have:

v := χδ(t)S(t)Φ− iχδ(t)
∫ t

0

S(t− t′)
(
|vδ|2vδ(t′) + (K ∗ |vδ|2)vδ(t

′)
)
dt′

We take D’s of both sides, and argue as before to deduce that:

‖Dv‖X0,b ≤ c‖DΦ‖L2 + c5δ
θ0
2

+3(1−2b)‖Φ‖2
H1‖Dv‖X0,b

We choose δ > 0 possibly even smaller than the one we found earlier such that:

c5δ
θ0
2

+3(1−2b)‖Φ‖2
H1 ≤

1

2

Let us note that this doesn’t affect any of the previous estimates. Since ‖Dv‖X0,b ≤
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‖v‖Xs,b <∞, it follows that:

‖Dv‖X0,b ≤ 2cδ
1−2b

2 ‖DΦ‖L2

We now have to check uniqueness. Let us note that we are considering the solution

u of (5.1) which satisfies exponential in time bounds, i.e., for s ≥ 1, there exists

C = C(s), K = K(s) > 0 s.t. for all t ∈ R, one has:

‖u(t)‖Hs ≤ CeK|t|

. Let us now suppose that:


iut + ∆u = µ1|u|2u+ µ2(K ∗ |u|2)u, x ∈ R3, t ∈ [0, δ]

ivt + ∆v = µ1|v|2v + µ2(K ∗ |v|2)v, x ∈ R3, t ∈ [0, δ]

u|t=0 = v|t=0 = Φ ∈ Hs(R3)

(5.74)

We want to argue that u = v on [0, δ]. To do this, we note that, for all t ∈ [0, δ], one

has:

u(t)− v(t) =

∫ t

0

S(t− t′)
(
µ1(|u|2u− |v|2v)(t′) + µ2((K ∗ |u|2)u− (K ∗ |v|2)v(t′))

)
dt′

and hence, by Minkowski’s inequality and unitarity:

‖u(t)− v(t)‖L2
x
.
∫ t

0

(
‖(|u|2u− |v|2v)(t′)‖L2

x
+ ‖(K ∗ |u|2)u− (K ∗ |v|2)v(t′)‖L2

x

)
dt′

(5.75)

We note that:

‖w1w2w3‖L2
x
≤ ‖w1‖L∞x ‖w2‖L∞x ‖w3‖L2

x

. ‖w1‖
H

3
2+
x

‖w2‖
H

3
2+
x

‖w3‖L2
x

(5.76)
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‖(K ∗ (w1w2))w3‖L2
x
≤ ‖K ∗ (w1w2)‖L∞x ‖w3‖L2

x

. ‖K ∗ (w1w2)‖
H

3
2+
x

‖w3‖L2
x
. ‖w1w2‖

H
3
2+
x

. ‖w1‖
H

3
2+
x

‖w2‖
H

3
2+
x

‖w3‖L2
x

(5.77)

Here, we used the boundedness of K̂ and the fact that H
3
2

+(R3) is an algebra.

‖(K ∗ (w1w2)w3‖L2
x
≤ ‖K ∗ (w1w2)‖L2

x
‖w3‖L∞x

. ‖w1w2‖L2
x
‖w3‖L∞x ≤ ‖w1‖L2

x
‖w2‖L∞x ‖w3‖L∞x

. ‖w1‖L2
x
‖w2‖

H
3
2+
x

‖w3‖
H

3
2+
x

(5.78)

We use (5.76), (5.77), and (5.78) and recall (5.75) to deduce that, for all t ∈ [0, δ],

one has:

‖u(t)− v(t)‖L2
x
.
∫ t

0

‖u(t′)− v(t′)‖L2
x
(‖u(t′)‖

H
3
2+
x

+ ‖v(t′)‖
H

3
2+
x

)2dt′

Hence, from previous arguments, there exists a non-negative continuous function

f : [0, δ]→ [0,+∞) such that for all t ∈ [0, δ], one has:

‖u(t)− v(t)‖L2
x
≤
∫ t

0

‖u(t′)− v(t′)‖L2
x
f(t′)dt′

By Gronwall’s inequality, it follows that on [0, δ], one has ‖u(t)− v(t)‖L2
x

= 0. Hence,

u = v on [0, δ]. Uniqueness on [0, δ] now follows. Uniqueness for [t0, t0 + δ], give

t0 ∈ R is proved analogously.

We note that all the implied constants that we obtained depend continuously on

‖u(t)‖, and hence depend continuously on energy and mass.

The Proposition now follows.
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5.5 Comments and further results

5.5.1 The unstable regime

It makes sense to consider (5.1) in the unstable regime. We consider the case when:

µ1 <
4π

3
µ2, andµ2 ≥ 0.

It is shown in [26] that in this regime, there exist global solutions in H1(R3) if one

assumes that ‖∇Φ‖L2 is sufficiently small, depending on ‖Φ‖L2 , µ1, µ2. The key is to

observe that the energy and mass again control ‖u(t)‖H1 . The bounds as in Theorem

5.1.1 then also hold with the same proof.

5.5.2 Adding a potential

One can also add a potential real-valued potential V = V (x) to consider:

iut + ∆u = V u+ µ1|u|2u+ µ2(K ∗ |u|2)u, x ∈ R3, t ∈ R

u|t=0 = Φ ∈ Hs(R3)

(5.79)

The energy then becomes:

E(u) :=
1

2

∫
|∇u|2dx+

1

2

∫
V (x)|u(x)|2dx+

1

4
µ1

∫
|u|4dx+

1

4
µ2

∫
(K ∗ |u|2)|u|2dx

A formal modification of the arguments Chapter 2 can give us that the result of

Theorem 5.1.1 still holds if we take V ∈ S(R3) and V ≥ 0. This sort of potential

is not of the same sort as the one used in [26]. Namely, the potential used in [26] is

assumed to be quadratic:

V = ω1x
2
1 + ω2x

2
2 + ω3x

2
3

for some ω1, ω2, ω3 ≥ 0, which are not all equal to zero. Physically, the term obtained

by adding the V corresponds to adding a trapping potential. The presence of the
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potential V forces us to work in weighted Sobolev spaces, i.e. we have to assume that

xΦ ∈ L2(R3) in order to be able to define the energy and to obtain a global solution.

Our methods don’t seem to apply in this setting, and a different approach would be

needed here.

5.5.3 Higher modified energies

With notation as in Section 2, let us suppose that M4 is a function on Γ4. We want

to compute d
dt
λ4(M4;u). One can compute that:

d

dt
λ4(M4;u) = −iλ4

(
M4(|ξ1|2 − |ξ2|2 + |ξ3|2 − |ξ4|2);u

)
− iλ6

(
M6;u

)
−i
∫
ξ1+ξ2+ξ3+ξ4=0

M4(ξ1, ξ2, ξ3, ξ4)[(V u)̂ (ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4) (5.80)

where:

M6(ξ1, . . . , ξ6) := M4(ξ123, ξ4, ξ5, ξ6)(1+K̂(ξ1 +ξ2))−M4(ξ1, ξ234, ξ5, ξ6)(1+K̂(ξ2 +ξ3))

+M4(ξ1, ξ2, ξ345, ξ6)(1 + K̂(ξ3 + ξ4))M4(ξ1, ξ2, ξ3, ξ456)(1 + K̂(ξ4 + ξ5))

As in the two-dimensional setting, we can compute that for (ξ1, ξ2, ξ3, ξ4) ∈ Γ4,

one has:

|ξ1|2 − |ξ2|2 + |ξ3|2 − |ξ4|2 = 2ξ12 · ξ14 (5.81)

As before, we decompose:

Γ4 = Ωnr t Ωr.

Here, the set Ωnr of non-resonant frequencies is defined by:

Ωnr := {(ξ1, ξ2, ξ3, ξ4) ∈ Γ4; ξ12, ξ14 6= 0, |cos∠(ξ12, ξ14)| > β0} (5.82)

and the set Ωr of resonant frequencies Ωr is defined to be its complement in Γ4.
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We now define the multiplier M4 by:

M4(ξ1, ξ2, ξ3, ξ4) :=

c
((θ(ξ1))2−(θ(ξ2))2+(θ(ξ3))2−(θ(ξ4))2)

|ξ1|2−|ξ2|2+|ξ3|2−|ξ4|2 V̂ (ξ3 + ξ4) , if (ξ1, ξ2, ξ3, ξ4) ∈ Ωnr

0, if (ξ1, ξ2, ξ3, ξ4) ∈ Ωr

(5.83)

Let us now define the multiplier M6 on Γ6 by:

M6(ξ1, ξ2, ξ3, ξ4, ξ5, ξ6) := (5.84)

M4(ξ123, ξ4, ξ5, ξ6) +M4(ξ1, ξ234, ξ5, ξ6) +M4(ξ1, ξ2, ξ345, ξ6) +M4(ξ1, ξ2, ξ3, ξ456)

Furthermore, let us define:

E2(u) := ‖Du‖2
L2 + λ4(M4;u).

We now use (5.40), (5.80), and the construction of M4 to deduce that 3:

d

dt
E2(u) =∫

ξ1+ξ2+ξ3+ξ4=0,|cos∠(ξ12,ξ14)|≤β0

(
(θ(ξ1))2−(θ(ξ2))2+(θ(ξ3))2−(θ(ξ4))2

)
V̂ (ξ3+ξ4)û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)dξj+

+

∫
ξ1+ξ2+ξ3+ξ4+ξ5+ξ6=0

M6(ξ1, ξ2, ξ3, ξ4, ξ5, ξ6)û(ξ1)̂̄u(ξ2)û(ξ3)̂̄u(ξ4)û(ξ5)̂̄u(ξ6)

=: I + II (5.85)

If we now argue as in the two dimensional setting, we see that, in order to bound I,

we have to essentially bound 4:

IN1,N2,N3,N4 :=

3We recall that (θ(ξ1))2 − (θ(ξ2))2 + (θ(ξ3))2 − (θ(ξ4))2 = 0, whenever ξ12 = 0 or ξ14 = 0, hence
the corresponding terms again don’t contribute to the quadrilinear term. Therefore, we don’t have
to worry about defining the quantity cos(0, ·).

4Ignoring the fact that the integral is over a finite time interval and the fact that all of the
estimates in Proposition 5.3.1 are local in time.
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∫
τ1+τ2+τ3+τ4=0

∫
ξ1+ξ2+ξ3+ξ4=0

N3

N1

θ(N1)θ(N2)ũN1(ξ1, τ1)˜̄uN2(ξ2, τ2)ũN3(ξ3, τ3)˜̄uN4(ξ4, τ4)dξj

where N1 ≥ N2 ≥ N3 ≥ N4. One would want to use an L
10
3
t,x, L

10
3
t,x, L

10
3
t,x, L

10
t,x Hölder

inequality to deduce that:

|IN1,N2,N3,N4| .
1

N1

‖DuN1‖L2
t,x
‖DuN2‖L2

t,x
‖∇uN3‖L2

t,x
‖uN4‖L10

t,x

.
1

N1−
1

‖Du‖2

X0, 12+
‖u‖2

X1, 12+

.
1

N1−
1

‖Du‖2

X0, 12+

Hence, in this way, we don’t seem to be getting a better decay factor than 1
N1− .

Similarly, if we group other Strichartz norms, we can’t get a better decay factor.

5.5.4 Lower dimensional results

Two dimensional results

Let s > 1 be a real number, and let us consider:iut + ∆u = |u|2u+ (K2 ∗ |u|2)u, x ∈ R2, t ∈ R

u|t=0 = Φ ∈ Hs(R2)

(5.86)

Here, we are assuming that K2 = K2(x1, x2) is real-valued, and K̂2 ∈ L∞(R2). The

conserved mass and energy for (5.86) are then the same as before. Let us note that

in 2D, one has:

‖(K2 ∗ |u|2)|u|2‖L1
x
≤ ‖K2 ∗ |u|2‖L2

x
‖|u|2‖L2

x

. ‖|u|2‖L2
x
‖|u|2‖L2

x
. ‖u‖4

L4
x
. ‖u‖2

L2
x
‖∇u‖2

L2
x

Hence, if ‖Φ‖L2
x

is sufficiently small, it follows that conservation of mass and energy

gives us uniform bounds on ‖u(t)‖H1
x
. By using the same construction as in the
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previous subsection and the arguments as in Chapter 4, we obtain:

Proposition 5.5.1. Suppose that ‖Φ‖L2
x

is sufficiently small that (5.86) has a global

solution. Let u denote the global solution of (5.86). Then, there exists C = C(s,Φ) >

0 such that for all t ∈ R, one has:

‖u(t)‖Hs ≤ C(1 + |t|)
4s
7

+‖Φ‖Hs (5.87)

The equation (5.86) occurs in [26] when one wants to find specific solutions to

(5.1) by dimension reduction. The specific convolution potential K2 is given by:

K2(x1, x2) :=
∫
RK(x1, x2, x3)φ(x3)dx3, where K is the convolution potential used in

(5.1), and where φ ∈ S(R) is an appropriate real-valued Schwartz function. One

can then check that K2 satisfies the wanted conditions. Strictly speaking, from the

solution of (5.86), we can construct a function which is close in L2
x on a finite time

interval to an exact solution to (5.1) with the same initial data (for details, see Section

6 in [26]). Hence, by this method, we can’t deduce that a nontrivial solution of (5.1)

satisfies (5.87).

One dimensional results

The method of higher modified energies works for:iut + ∆u = |u|2u+ (K1 ∗ |u|2)u, x ∈ R, t ∈ R

u|t=0 = Φ ∈ Hs(R)

(5.88)

Here, we are assuming that s ≥ 1 is real, and that K1 = K1(x1) is real, and

K̂1 ∈ L∞(R). One can obtain global existence for sufficiently small initial data

in H1. This sort of model also arises in a particular dimension reduction in [26] by

taking: K1(x1) :=
∫
R2 K(x1, x2, x3)ψ(x2, x3)dx2dx3, where ψ ∈ S(R2) is a real-valued

Schwartz function. We can again use solutions to (5.88) to obtain approximate solu-

tions of (5.1), which are only close to the exact solution in the L2 sense.

By a modification of the arguments of previous chapters, we use the higher mod-
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ified energies to deduce:

Proposition 5.5.2. Suppose that ‖Φ‖H1 is sufficiently small that (5.88) has a global

solution. Let u be the global solution to (5.88). There exists C = C(s,Φ) > 0 such

that, for all t ∈ R, one has:

‖u(t)‖Hs ≤ C(1 + |t|)
s
3

+‖Φ‖Hs . (5.89)
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[4] D. Bambusi and B. Grért. Birkhoff normal form for PDEs with tame modulus.
Duke Math. J., 135(3):507–567, 2006.

[5] M. Beals. Self-Spreading and strength of Singularities for solutions to semilinear
wave equations. Annals of Math, 118:187–214, 1983.

[6] D. Benney and A. Newell. Random wave closures. Stud. Appl. Math., 48:29–53,
1969.

[7] D. Benney and P. Saffman. Nonlinear interactions of random waves in a dis-
persive medium. Proc. Roy. Soc. A, 289:301–320, 1966.

[8] E. Bombieri and J. Pila. The number of integral points on arcs and ovals. Duke
Math. J., 59(2):337–357, 1989.

[9] J. Bourgain. Fourier transform restriction phenomena for certain lattice subsets
and applications to nonlinear evolution equations, Parts I and II. Geom. Funct.
Anal., 3:107–156, 209–262, 1993.

[10] J. Bourgain. Aspects of long time behavior of solutions of nonlinear Hamiltonian
evolution equations. Geom. Funct. Anal., 5(2):105–140, 1995.

[11] J. Bourgain. On the cauchy problem for periodic KdV-type equations, Proceed-
ings of the Conference in honor of Jean-Pierre Kahane (Orsay 1993). J. Fourier
Anal. Appl., pages 17–86, 1995.

[12] J. Bourgain. On the growth in time of higher Sobolev norms of solutions of
Hamiltonian PDE. Int. Math. Research Notices, 6:277–304, 1996.

[13] J. Bourgain. On the growth in time of Sobolev norms of smooth solutions of
nonlinear Schrödinger equations in Rd. J. Anal. Math., 72(1):299–310, 1997.

265



[14] J. Bourgain. Refinements of Strichartz’s inequality and applications to 2D NLS
with critical regularity. Int. Math. Research Notices, 5:253–283, 1998.

[15] J. Bourgain. Global Solutions of Nonlinear Schrödinger Equations. AMS, Prov-
idence, RI, 1999.

[16] J. Bourgain. Global well-posedness of the defocusing critical nonlinear nonlinear
Schrödinger equation on the radial case. J. Amer. Math. Soc., 12(1):145–171,
1999.

[17] J. Bourgain. Growth of Sobolev norms in linear Schrodinger equations with
quasi-periodic potential. Comm. Math. Phys., 204(1):207–247, 1999.

[18] J. Bourgain. On growth of Sobolev norms in linear Schrodinger equations with
smooth time dependent potential. J. Anal. Math., 77:315–348, 1999.

[19] J. Bourgain. Remarks on stability and diffusion in high-dimensional Hamilto-
nian systems and partial differential equations. Ergod. Th. and Dynam. Sys.,
24:1331–1357, 2004.

[20] J. Bourgain. On Strichartz inequalities and the nonlinear Schrödinger equation
on irrational tori. in Mathematical Aspects of Noninear dispersive equations,
Ann. of Math. Stud., pages 1–20, 2007.

[21] N. Burq, P. Gérard, and N. Tzvetkov. An instability property of the Nonlinear
Schrodinger equation on Sd. Math. Res. Lett., 9:323–335, 2002.

[22] N. Burq, P. Gérard, and N. Tzvetkov. Bilinear eigenfunction estimates and the
nonlinear Schrodinger equation on surfaces. Inv. Math., 159:187–223, 2005.

[23] N. Burq, P. Gérard, and N. Tzvetkov. Multilinear eigenfunction estimates and
global existence for the three dimensional nonlinear Schrödinger equations. Ann.
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