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- We first consider the concentration inequalities for a bounded $f$, i.e. we assume that $|f| \leqslant a$.
- Whenever geometric drift condition holds, then there exists a set $S$ of full $\pi$-measure such that
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- Then

$$
\sum_{i=1}^{n} \bar{f}\left(X_{i}\right)=Y_{1}+\sum_{i=1}^{N-1} Z_{i}+Y_{2}
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where $Z_{i}=\sum_{\tau_{\alpha}(i)+1}^{\tau_{\alpha}(i+1)} \bar{f}\left(X_{i}\right)$.
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- In the similar way way we show that

$$
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## Estimate for the Main Body
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- Then one can apply bounds on the Laplace transform of $Z_{1}$, e.g.

$$
\mathbf{E}_{\alpha} \exp \left(2 \lambda Z_{1}\right) \leqslant \exp \left(\frac{4 \lambda^{2} c^{2} a^{2}}{1-2 \lambda c a}\right)
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Let $\left(X_{n}\right)_{n \geqslant 0}$ be Markov chain with values in $(\mathcal{X}, \mathcal{B})$ satisfying the multiplicative drift condition. Then for any regular initial point $x \in S$
$\mathbf{P}_{x}\left(\left|\sum_{i=1}^{n} \bar{f}\left(X_{i}\right)\right|>t\right) \leqslant K \exp \left(-\frac{1}{K} \min \left(\frac{t^{2}}{n \pi(\alpha) \sigma^{2}}, \frac{t(\log n)^{-1}}{\pi(\alpha) c d}, \frac{t}{d_{x}}\right)\right)$,
where $\sigma^{2}=\mathbf{E}_{\alpha} Z_{1}^{2}$

- It shows that the CLT-type concentration can be seen for $t \leqslant\left(\sigma^{2} / c d\right)(\sqrt{n} / \log (n))$.
- The result allows to compute the independent-like concentration inequality in terms of parameters given in drift conditions.

