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Influence of nonmagnetic Zn substitution on the lattice and magnetoelectric dynamical
properties of the multiferroic material CuO
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Dynamic magnetoelectric coupling in the improper ferroelectric Cu;_,Zn,O (x =0, x = 0.05) was
investigated using terahertz time-domain spectroscopy to probe electromagnon and magnon modes. Zinc
substitution was found to reduce the antiferromagnetic ordering temperature and widen the multiferroic phase,
under the dual influences of spin dilution and a reduction in unit-cell volume. The impact of Zn substitution on
lattice dynamics was elucidated by Raman and Fourier-transform spectroscopy, and shell-model calculations.
Pronounced softenings of the A, phonons, active along the direction of ferroelectric polarization, occur in the
multiferroic state of Cu;_,Zn, O, and indicate strong spin-phonon coupling. The commensurate antiferromagnetic
phase also exhibits spin-phonon coupling, as evidenced by a Raman-active zone-folded acoustic phonon, and spin
dilution reduces the spin-phonon coupling coefficient. While the phonon and magnon modes broaden and shift
as a result of alloy-induced disorder, the electromagnon is relatively insensitive to Zn substitution, increasing in
energy without widening. The results demonstrate that electromagnons and dynamic magnetoelectric coupling

can be maintained even in disordered spin systems.

DOI: 10.1103/PhysRevB.90.064405

I. INTRODUCTION

Multiferroics display multiple hysteretic orders, such as
ferroelectricity, ferromagnetism, or ferroelasticity [1,2]. Abun-
dant possibilities for multiferroics include novel solid-state
memories, photovoltaics [3], spin valves [4], sensors, and
actuators [5]. Magnetically induced improper ferroelectrics,
typified by TbMnOs3 [6], have strong magnetoelectric (ME)
coupling but small polarizations only at cryogenic tempera-
tures (<1 uC cm™2 at <70 K), as the microscopic interactions
that induce polarization are relatively weak [2]. Cupric oxide
(CuO) exhibits an incommensurate magnetic phase between
Tni =213 K and Ty = 230 K that is ferroelectric [7].
Hydrostatic pressure has recently been suggested to enhance
Tno theoretically, while simultaneously broadening the width
in temperature of the multiferroic phase [8]. This offers the
prospect of magnetically induced ferroelectricity at room
temperature.

The static polarization of improper ferroelectric multifer-
roics such as RMnQOj3 (R: rare earths) can be understood as
arising from the spin current [9] or Dzyaloshinskii-Moriya
(DM) interaction [10], where spin-orbit coupling produces a
polarization proportional to the cross product of adjacent spins
(S; x S;). By contrast, the dynamic response under oscillating
electric fields E, and magnetic fields H, can elucidate
other significant interactions that are not necessarily revealed
by the static ordering. Electromagnons—spin waves that
become electric-dipole active in a magnetoelectric phase—are
a recently discovered quasiparticle excitation that provide
a window into the important spin interactions of magneto-
electrics [11-17]. The electric-field tuning of electromagnons
in DyMnOs, an improper ferroelectric multiferroic [18], and
of magnons in bulk BiFeOs;, a proper ferroelectric multi-
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ferroic [19], establish the potential of spin waves in data
processing and communications [20].

Electromagnons have been discovered in improper ferro-
electric multiferroics such as RMnOs; and RMn,0s at low
temperature (<70 K) [11-17], and between 213 and 230 K
in CuO [21]. Two prominent models of electromagnons are
discussed in the literature, with different microscopic origins.
(1) Heisenberg electromagnons are linked to changes in a
S; - S; term in the Hamiltonian [22,23]. A Heisenberg-type
electromagnon can be evidenced by the invariance of the
electromagnon selection rule when the spin cycloid changes
orientation [24]. For instance, the E,l|a selection rule for
electromagnons in TbMnOj3 is not altered [24] when the spin
cycloid flops from the bc to the ab plane for B > 5 T. Here,
the high-frequency mode corresponds to an electrically active
zone-edge magnon, and a lower frequency mode to a similar
mechanism involving folding of the Brillouin zone caused by
magnetic modulation of the cycloid [23,24]. Additional terms
in the spin Hamiltonian such as single-ion anisotropy and
biquadratic exchange are required to model spectral features
of electromagnons in the manganites [25]. (2) Dzyaloshinskii-
Moriya electromagnons are eigenmodes of spin cycloids, and
permit ac electric fields to couple directly to cycloids induced
by the DM interaction [14,26]. A DM electromagnon has been
reported in TbMnOs3, substantially weaker than the Heisenberg
electromagnons [16]. The electric-field control of polarization
of terahertz (THz) radiation has recently been demonstrated
using DM electromagnons in DyMnO; [18].

Electromagnons may permit novel THz optical compo-
nents, such as chromatic filters, wave plates, or direction-
ally dichroic filters [27]. Room-temperature, tunable electro-
magnons (under readily accessible electric or magnetic fields)
are therefore strongly desired. Increasing the ferroelectric
ordering temperature Ty, of CuO may provide a route
to electromagnons at room temperature. While hydrostatic
pressures may broaden the width of the multiferroic phase
of CuO above room temperature [8], chemical pressure via
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alloying is a more attractive route technologically. Moreover,
it has been suggested that alloying with nonmagnetic ions
could cause the multiferroic phase to be stabilized at higher
temperatures [28].

In this paper an investigation is reported of the influence
of alloying with nonmagnetic zinc ions upon the multiferroic
state of CuO. Terahertz time-domain spectroscopy revealed
that the energy of the electromagnon excitations in Cu;_,Zn, O
increased when x = 0.05. The presence of electromagnons in
single-crystal and polycrystalline samples indicated that the
multiferroic phase was preserved. A greater reduction in Ty
in comparison to Ty, created a broadening of the multiferroic
state, which is discussed in the context of spin-dilution
and alloy-induced lattice distortions. Spin-lattice coupling in
Cu;_,Zn,O was further investigated by examining phonon
modes using Fourier transform infrared (FTIR) spectroscopy,
Raman spectroscopy, and lattice dynamics calculations.

After providing background information about the phases
of CuO in Sec. II, growth details and a structural characteriza-
tion are reported in Sec. III. The magnon and electromagnon
excitations of Cu;_,Zn,O are discussed in Sec. IV, and the
dynamic lattice response is detailed in Sec. V. The influence
of alloying on lattice dynamics are discussed in Sec. VI with
the aid of lattice dynamics calculations, and a discussion of
spin dilution in quasi-one-dimensional spin chains is provided.
Conclusions are drawn in Sec. VII.

II. BACKGROUND: CUPRIC OXIDE

The magnetic phases of CuO have previously been studied
using neutron diffraction [29,30]. At low temperatures there is
acommensurate, collinear antiferromagnetic phase (AF1) with
two Cu®* sublattices with spins aligned along the b axis. The
strongest antiferromagnetic (AFM) superexchange interaction
Ji occurs along spin chains in the [101] direction. Weaker
ferromagnetic (FM) coupling exists between chains on the
same sublattice in the [101] and [010] directions [31]. Inter-
sublattice coupling is of similar magnitude to the FM coupling
and leads to the stabilisation of the spin spiral phase above
Tni = 213 K. In the multiferroic AF2 phase, between Ty and
T2, spins on one sublattice flop into the ac plane [29,30,32],
and an incommensurate spin spiral structure is formed with
magnetic modulation vector Q = (0.006,0,0.017). The spin
structure is essentially a cycloid, with a small (proper) screw
component [7]. This phase exhibits a static electric polarization
~100 uC m™2 along b [7,33,34] that is not significantly
altered in magnetic fields up to 16 T [35], suggesting weak
static magnetoelectric coupling in CuO. The multiferroic
phase does, however, exhibit switching of magnetic domains
under an electric field [34]. Further, CuO shows a sizable
dynamic magnetoelectric response, with an electromagnon in
the ME phase that was recently discovered using terahertz
time-domain spectroscopy (THz-TDS) [21].

Numerous studies have been made on polycrystalline CuO
alloyed with various ions, including heterovalent ions [36-38]
Lit, Fe3t, and Ga**, and homovalent ions [37-41] Mn?t,
Fe?t, Co?t, Ni*t, and Zn?t. However, none of these studies
were made after the discovery (in 2008) that the AF2 magnetic
phase drives improper ferroelectricity [7].
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III. GROWTH AND CHARACTERIZATION

Single crystals of CuO and Cug95ZngsO were prepared
from high-purity (>99.999%) powders of CuO and ZnO.
Cylindrical rods were sintered at 950°C for three days
under oxygen flow. Single crystals were grown using an
optical floating-zone furnace under a high-pressure oxygen
atmosphere [42]. Samples were cut from the boule and oriented
by Laue diffraction, resulting in 1.3-mm-thick single-crystal
samples with the following in-plane orientations and diameters
¢: CuO with ¢ = 1.8 mm, (101) and (101); CuO with
¢ = 6 mm, (101) and (010); Cug.95Zng osO with ¢ = 2 mm,
(101) and (101); Cugo5ZngosO with ¢ =3 mm, (101) and
(010). Polycrystalline samples were prepared with larger
diameters (¢ = 8 mm), and thickness 2 mm. Susceptibility
versus temperature loops from superconducting quantum
interference device (SQUID) magnetometry on single-crystal
samples (from the same growth as used in this study)
exhibited anomalies at Tn; >~ 160 K and Tnp ~ 200 K for
x = 0.05,and at Tyy; = 213 K and Ty, =~ 230 K for CuO [42].
While ferroelectric polarization loops were measured by the
pyroelectric current method for x = 0 [34], resistive losses
at room-temperature prevented pyroelectric measurements at
x = 0.05.

High-resolution x-ray powder diffraction was used to
examine the crystal structure at room temperature. Pieces
of single crystal were ground to a fine powder and pressed
into pellets before characterization using a powder x-ray
diffractometer (PANalytical X’ pert Pro) with a Cu K« source
and monochromator. A Rietveld refinement was performed
using the TOPAS software package. The space group of CuO
(C2/c) was unchanged on alloying with Zn, resulting in the
unit-cell parameters presented in Table I. No new diffraction
peaks associated with the single-phase alloyed material were
seen, supporting the space-group assignment. Weak peaks
indicating the presence of small amounts of unreacted ZnO
were detected. A clear increase in a, decrease in b, a negligible
change in ¢, and an increase in g are all in good agreement with
the trend reported by Arbuzova et al. [37] for up to 3% Zn.

The structural changes induced by Zn alloying may produce
subtle changes in the superexchange interaction strengths. For
instance, the calculated Cu-O-Cu bond angle in the [101]
direction (AFM order, strongest J) increases slightly upon
Zn substitution, as reported in Table 1.

TABLE 1. Summary of the structural properties of Cu;_,Zn,O
from Rietveld analysis of powder XRD data, compared with results
from Asbrink and Norrby [43]. Experiments were performed at 300 K.
V denotes the unit-cell volume, while 6,07, is the Cu-O-Cu bond angle
in the [101] direction.

CuO? CuO Cug95Zng 50 Change on alloying
a (A) 4.6837 4.6835 47116 +0.68%
b (A) 3.4226 3.4277 3.4027 —0.73%
c (A) 5.1288 5.1313 5.1308 —0.01%
B () 99.54 99.48 99.90 +0.42%
vV (A% 8108 81.25 81.03 —0.27%
Opor) (°) 146.48 146.43 146.84 +0.28%

"Data from Asbrink and Norrby.
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It is interesting to note that the effect of replacing 5% of
Cu with Zn is to decrease the unit-cell volume V, a similar
influence to pressure [8], although alloying does not introduce
an isotropic change in a, b, and c. Using the DFT predictions of
Rocquefelte et al. (Ref. [8]), a hydrostatic pressure of 150 MPa
would reduce the unit-cell volume by the same fraction as 5%
zinc substitution.

The change in V can be discussed in the context of the
ionic radii of Cu?* and Zn?". Ionic radii are commonly quoted
based on tabulated values for ions with a coordination number
N = 6 (octahedral coordination). However, in cupric oxide
the Cu®* ions are coordinated with four coplanar oxygen ions
situated at the corners of an almost regular parallelogram,
due to a strong Jahn-Teller distortion. The oxygens are
coordinated by four Cu?* ions situated at the corners of a
distorted tetrahedron [43]. The “crystal radii” from Shannon
and Prewitt [44,45] are therefore appropriate for tetrahedrally
coordinated O>~ ions, and square-planar Cu?* ions in CuO,
rather than the “effective ionic radii,” which are calculated
based on octahedrally coordinated ions. While Cu?* and Zn>*
radii for N = 6 are 0.87 and 0.89 A respectively, square-planar
coordinated Cu?>* with N = 4 has a crystal radius of 0.76 A.
There is no value for square-planar coordinated Zn?* and no
Jahn-Teller effect in this ion, which has a full 3d orbital. For a
tetrahedrally coordinated Zn>* ion (N = 4) the crystal radius
is 0.74 A suggesting that it would be perfectly reasonable for
the effective radius to decrease when Zn>* replaces Cu?* in the
CuO lattice, leading to a reduced unit-cell volume, concurring
with the x-ray-diffraction results reported in Table I. The
partially covalent nature of bonding in Cug 95Zng 9sO may also
play a role, rather than considering ionic bonding alone, as in
the preceding discussion.

IV. DYNAMIC MAGNETOELECTRIC RESPONSE

A. Terahertz time-domain spectroscopy

The low-energy spin excitations of Cu;_,Zn,O were
probed by terahertz time-domain spectroscopy (THz-TDS)
[46] in the energy range 0.8-12.4 meV, for sample temper-
atures from 2 to 300 K. A wide-area GaAs photoconductive
switch and a ZnTe electro-optic crystal were used to generate
and detect single-cycle pulses of THz radiation transmitted
through the samples. THz-TDS directly determines the ampli-
tude of the electric field E,, after interaction with the sample,
providing knowledge of the complex refractive index n =
n + ik. Using linearly polarized THz radiation and a variety
of single crystals with different orientations the contributions
to 7 from each optical axis were determined independently,
and modes were identified as electric-dipole active (elec-
tromagnons) or magnetic-dipole active (magnons) [47], as
discussed in the following sections.

B. Results: Electromagnon

The THz absorption coefficient « = 2wk /c for a single-
crystal Cug9s5ZngosO [oriented with E,, || (101) and H, ||
(010)] is reported in Fig. 1(a) for different temperatures.
A monotonic increase in o with energy is observed for
temperatures below 159.5 K and above 190 K, as evidenced
by the dash-dotted curve for T = 159.0 K. This increase in
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FIG. 1. (Color online) (a) THz absorption coefficient « measured
for Cug95Zng 5O with E,, || (101) and H, || (010) for temperatures
159.0 K (dash-dotted line), 159.5 K (dashed line), and 170.0 K (solid
line). The onset of the electromagnon absorption resonance around
3 meV is clear at 7 = 159.5 K. (b) Relative absorption Ax(T) =
C((T) — O[(To) for CU()_95ZII()_()50 with T() =159.0 K and T =
159.5 K (dashed line) and 7' = 170.0 K (solid line). (c) Energy E,
(d) linewidth I', and (e) oscillator strength S of the electromagnon
for x = 0.05 (blue points, left) and x = 0 (red points, right). E
lowers, I' diverges, and S decreases as the temperature rises towards
Tno = 190K (x = 0.05) or Typ =230 K (x = 0).

« results from the IR-active phonons for E,, || (101) (B!, B2,
and B}; Sec. V). Zinc alloying modifies the IR-active phonons
of CuO, as discussed in Sec. V, and produces an enhanced
absorption of THz radiation above 4 meV for x = 0.05 in
comparison to x = 0.

At T = 159.5 K (dashed line) a clear resonant absorption
feature emerges around 3 meV, which redshifts and strengthens
at T =170.0 K (solid line). The change in absorption
coefficient Ax(7T) = a(T) — a(Tp) is shown in Fig. 1(a) to
elucidate the changes in « with respect to Ty = 159.0 K, for
T = 159.5 K (dashed line) and T = 170.0 K (solid line).
This absorption mode was assigned as an electromagnon as
no such feature was present for E, || (010) (same crystal)
or E, || (101) [(010)-oriented crystal] and regardless of the
direction of H,, as found for the pure material [21]. Therefore
the E, || (101) electromagnon selection rule is preserved
on alloying, and the change in 77 = \/ﬁ can be ascribed
to a change in the dielectric function € rather than the
permittivity .

To extract the temperature dependence of the electro-
magnon resonance the change in absorption coefficient was
modelled by a single Lorentzian oscillator with an added linear
term (which accounts for the low-frequency tail of the broad
higher lying phonons), as discussed in detail in Ref. [21].
The extracted electromagnon energies are plotted in Fig. 1(c)
for x = 0.05 in comparison to x = 0. The electromagnon
is uniquely present in the multiferroic state of CuO, from
Tni = 213 Kto Ty = 230 K, and between Ty, = 159.5 K and
Tno = 190K for x = 0.05. These values are consistent with the
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lower and upper temperatures of the incommensurate magnetic
phase, as witnessed by the magnetic susceptibility [42]. A
significant rise in the electromagnon energy at 7y; from
3.1 meV in CuO to 3.7 meV in Cugg5Zng o050 can be seen.
The linewidth I' of the electromagnon is only weakly affected
by alloying with Zn, with comparable values for x = 0 and
x = 0.05.T can be seen to diverge in Fig. 1(d) when T — Tnp.
The oscillator strength S = AeE? is reported in Fig. 1(e)
for Cu;_,Zn, O, where Ae€ is the difference between the
high-frequency and low-frequency dielectric constant above
and below the resonance energy E. S is comparable at Ty; for
x = 0 and x = 0.05. The onset of electromagnon absorption
is within 0.5 K for Cu;_,Zn,O at Ty, and S reduces towards
zero at Tnp.

C. Results: Magnon

In pure CuO a magnon excitation at 6.6 meV at 10 K,
with linewidth <0.1 meV, has previously been observed by
THz-TDS [21]. This magnon was active when H || (101), and
only in the commensurate AF1 magnetic phase of CuO. In the
present study an absorption feature was observed at 3 meV in
the commensurate state, as pictured in Figs. 2(a) and 2(b) at
4 K (solid lines) and 20 K (dashed lines). The mode can be
seen in Fig. 2(c) to be at the same energy for H,, || (101), E,, ||
(010) (O symbols) and H,, || (101), E,, || (101) (o symbol).
The H || (101) selection rule (independent of the direction of
E,) implies that this mode is also a magnon, obeying the same
selection rule as the 6.6-meV magnon in CuO.

The temperature dependence of the magnon mode energy
is reported in Fig. 2(c) by the [J symbols for Cu;_,Zn,O0,
and weakly increases in E with temperature until the mode
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FIG. 2. (Color online) Magnon resonances in Cu;_,Zn,0. (a)
Absorption « is shown for selected temperatures for a Cug 95Zng 0sO
crystal with H, || (101), E, || (010). (b) Relative absorption A =
a(T) — a(Ty) with Ty = 100 K showing the magnon mode around
3 meV. (c) Magnon energies for Cu;_,Zn,O vs temperature. Data
are presented for x = 0.05 for H, || (101), E,, || (010) (blue [J) and
H, | (101), E,, || (101) (blue o). Magnon energies for CuO from
electron-spin resonance measurements (red ) [48], and THz-TDS
(red x) [21] are also shown.
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disappears at around 70 K. In comparison, the energy
of the observed magnon in CuO was found to decrease
as the temperature increased towards 7n; [+ symbols in
Fig. 2(c)], and in accordance with a simple model of the
sublattice magnetization [21]. The stronger absorption above
4 meV for x = 0.05 prohibited verification of whether the
6.6-meV magnon (x = 0, 10 K) was present in the Zn-alloyed
samples. The width I" of the 3-meV magnon for x = 0.05 is
substantially broader than that of the magnon in pure CuO
(I' € 0.1 meV at 10 K). At present it is unclear whether the
3-meV mode for x = 0.05 is the same spin excitation as seen
at 6.6 meV in CuO [21], orif it is in fact related to the 1.2-meV
mode seen in electron spin resonance (ESR) measurements on
CuO [O in Fig. 2(c)] [48]. Neutron or ESR experiments on
Cu;_,Zn, 0O are needed to clarify this situation.

It is interesting to note that the 3-meV magnon in
Cug.95Zn¢ 050 is not visible for T > 70 K, well below Ty, =
159.5 K, while the higher-lying magnon in CuO persists to
Txi = 213 K. This may indicate a different origin for these
two modes.

V. DYNAMIC LATTICE RESPONSE

A. Symmetry analysis

The predicted lattice vibrations of CuO allowed by sym-
metry have been established in the literature. A factor group
analysis assuming the centrosymmetric C2/c space group,
and using the tables of Rousseau et al. (Ref. [49]), gives the
following representation:

Fcwo = A, ©2B, ®4A, ®5B,. (1)

The primitive unit cell of CuO contains two formula
units giving 3N = 12 phonon modes. Three of the modes
correspond to acoustic phonons (A, 4+ 2B,) which have zero
frequency at the Brillouin-zone center, leaving nine remaining
active phonons. In a centrosymmetric crystal none of the
principal phonon modes are both infrared and Raman active,
and therefore three Raman active modes (A, + 2B,) and six
infrared active modes (34, + 3B,) are expected for CuO.
The symmetry analysis is presumed to be unchanged for
Cu.95Zng 95O, as the XRD results reported in Sec. III are
consistent with space group C2/c. The assignment of phonon
modes below is therefore based on existing literature for pure
CuO. The relative atomic displacements of the zone-center
phonons have been calculated previously [50].

B. FTIR and Raman spectroscopy

Fourier-transform infrared (FTIR) spectroscopy was per-
formed in the energy range 10-1000 meV and between 77 and
300 K using a Bruker Vertex 70v spectrometer with a cryostat
insert (Oxford Instruments). Near-normal incidence (11°)
unpolarized reflectivity spectra were recorded on all samples.
A globar light source was used with a KBr beamsplitter and
DLaTGS detector in the mid-IR range (40-1000 meV). The
far-IR measurements (10-90 meV) used a Si beamsplitter
and DTGS detector. Polarization-resolved measurements in
the 77-300-K temperature range were performed on (101)-
oriented Cu;_,Zn, O, using a nitrogen cryostat with polythene
windows. A wire-grid polarizer set the polarization to E,, || b
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FIG. 3. (Color online) (a) Measured reflectivity of polycrys-
talline samples of CuO (red points) and Cuyg gsZng 5O (blue points).
A sum of six Lorentzian oscillators (solid lines), as described in
the text, models the reflectivity. (b) Experimental reflectivity in the
frequency range of the A! and B! modes for CuO (red dashed line)
and CUO.95ZH0_05O (blue line).

in order to examine the three A, phonons, since the Ai mode
in particular is thought to show strong spin-phonon coupling
in the AF2 phase of pure CuO [51].

A Raman microscope (Renishaw inVia Reflex) in a
backscattering geometry was used to measure the Raman
shift in the energy range 25-400 meV after exciting with a
A = 633-nm HeNe laser. A wide-angle 50x objective lens
was used to focus and collect the light. A nitrogen-cooled
temperature stage (Linkham THM S600) was used for mea-
surements in the range 90-300 K, and a helium-flow cryostat
(Oxford Instruments Microstat) for the range below 90 K.
Polarization-resolved measurements in the z(xx)z and z(xy)z
geometry were performed on Cu;_,Zn, O single crystals with
the incident beam direction z || (010) (a and c in the plane) or
z || (101) (b and (101) in the plane).

PHYSICAL REVIEW B 90, 064405 (2014)

C. Results: IR-active phonons

All six IR-active phonons of Cu;_,Zn,O were character-
ized by FTIR reflectivity measurements on both single-crystal
and polycrystalline samples. Representative room-temperature
reflectivity spectra are shown in Fig. 3(a) on polycrys-
talline samples with x = 0 and x = 0.05. Experimental data
(points) were modelled by a dielectric function containing six
Lorentzians, following Ref. [51], which reported a polarized
FTIR study of single crystals with various orientations. Fitting
was performed using the REFFIT software package [52], which
uses a Levenberg-Marquardt least-squares fitting algorithm,
producing the lines in Fig. 3(a). The obtained phonon energies
are summarized in Table II, and are in good agreement with the
literature for pure CuO [51]. The error in each fitting parameter
was estimated as follows. The chosen parameter was increased,
allowing the other parameters to relax each time, until x>
increased by 10% from its global minimum. This provides a
useful estimate of the error in each parameter.

As evidenced in Table II, alloying in general softens the
phonon frequencies, and broadens their linewidth. This finding
is discussed in more detail in Sec. VIA. The error in the
frequencies of the A2 and B3 modes, determined by the
fitting procedure outlined above, is larger, and these modes
are broad even in pure CuO. Thus the focus in the following
is on the lower frequency IR-active modes, Raman modes,
and the A2 mode, which is strongly coupled to the improper
ferroelectric phase transition in CuO [51].

The reduction in phonon frequency and broadening upon
Zn substitution can be most clearly seen for the sharp,
low-frequency A! and B! phonons, and the Raman modes.
For instance, FTIR reflectivity spectra of the A} and B} modes
of polycrystalline samples are shown in Fig. 3(b), and show a
clear shift to lower frequency after zinc substitution. The Al
mode is an out-of-plane bending mode where O~ ions move in
the b direction with Cu?* motion mainly in the ac plane [50].

TABLE II. Summary of the principal phonon energies in Cu;_,Zn,O in meV (at room temperature), and a spin-coupled X-point Cu LA
phonon that is Raman active in the AF1 phase (value reported at 26 K). Results on single-crystal and polycrystalline Cu,_,Zn,O are compared
with results from the literature (polycrystalline CuO: Ref. [53]; single crystals: Ref. [51] for IR-active modes, Refs. [54,55] for Raman-active
modes). The errors indicated were determined as described in the main text. Eigenfrequencies from lattice dynamics calculations (Sec. VI A)
are shown for the principal I"-point phonons and the X-point LA phonon that is Raman active by spin-lattice coupling (Sec. V D).

Polycrystalline Single crystal Calculated
Mode Activity CuO? CuO Cug.95Zng 05O CuO® CuO Cug95Zng 5O CuO Cug95Zng 5O
Al IR, E| b 20.15  20.20 £ 0.07 20.02 + 0.07 19.90  20.26 £+ 0.09 20.12 £ 0.21 19.1 18.7
A? IR, E|| b 39.80  39.30 £ 0.62  39.43 £ 0.31 39.86  39.68 + 0.37 374 £ 25 40.8 40.1
Al IR,E|| b 50.8 52.1 £ 1.9 52.6 £ 1.5 50.7 49.7 £ 14 492 + 1.7 514 51.5
B! IR,EL b 18.23 18.30 £+ 0.05 18.09 £ 0.06 17.97 18.35 + 0.07 18.06 £+ 0.15 133 12.8
B? IR,ELb 5945 59.0 £ 0.9 60.1 = 0.7 58.22 59.6 + 0.6 59.9 £ 1.0 54.6 533
B} IR,ELb 663 642 + 1.7 65.7 £ 2.5 64.8 69.1 £ 0.6 69.6 + 0.9 80.6 80.2
A, Raman 37.19 36.91 £+ 0.03 36.27 £ 0.14 25.3 25.1
B; Raman 4290  42.89 £ 0.07 42.53 £ 0.12 43.8 434
B; Raman 78.3 78.1 £ 0.7 76.9 £ 0.5 87.0 86.8
LAX  Raman 29.8 29.7 £ 0.01° 29.3 4 0.05¢ 30.3 30.1

2From Ref. [53].

"From Refs. [51], [54], and [55].

“For a (010)-oriented crystal at 26 K.
9For a (101)-oriented crystal at 26 K.
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FIG. 4. (Color online) Temperature-dependent parameters for
the A, phonons in Cug¢5Zng ;O (blue plus symbols, this work) and
CuO (red crosses, from Ref. [51]). The temperature ranges of the AF2
incommensurate magnetic phase for x = 0 and x = 0.05 are shaded.
The top, middle, and bottom rows show the mode frequency wro,
plasma frequency w,, and linewidth y for the three A, phonons in
units of meV. Parameters are extracted from the fits described in the
text to polarized [E,[|(010)] FTIR spectra on a single crystal with
(010) and (101) in the plane.

The Al mode softens from 20.20 £ 0.07 meV to 20.02 +
0.07 meV, while simultaneously broadening from linewidth
I'=0.7£0.1 meV to 0.8 0.2 meV, upon alloying. The
B} mode is complementary, with the O*~ motion confined
to the ac plane with Cu?>* ions moving mainly along the
b axis [50]. This mode lowers from 18.30 £ 0.05 meV to
18.09 £ 0.06 meV while simultaneously broadening from
' =0.47+0.11 meV to 0.71 £ 0.15 meV.

Polarized FTIR spectra at different temperatures can be
used to assess changes in the lattice response upon entering the
multiferroic or AFM phases [51]. While most of the IR-active
modes are only weakly temperature dependent, the A> mode of
CuO shows an unusually strong temperature dependence.
As reported by Kuz’menko et al. (Ref. [51]), the oscillator
strength and linewidth of the A> mode are strongly enhanced
in and near the incommensurate magnetic phase of CuO. The
parameters of the A, phonons reported in Ref. [51] for x =0
are reproduced in Fig. 4. The A> mode is active along b, parallel
to the static polarization in the multiferroic phase. Kuz’menko
et al. postulated that the Af, mode (at about 51 meV) could
couple to two I'-point magnons each at 23 meV (5.6 THz), as
observed by neutron scattering [31].

The temperature-dependent parameters of the A, modes
in Cuy_,Zn, O with x =0.05 are reported in Fig. 4 in
comparison to literature results for x = 0. The A} and A2
mode parameters show small changes in the multiferroic
phase (shaded areas), with minima in mode frequencies in
the range 160-190 K for x = 0.05. In contrast the A} phonon
exhibits a sharp dip in frequency and oscillator strength in
the multiferroic phase, accompanied by a step change in the
linewidth I'(T). The A2 phonon exhibits the largest b-axis
oxygen movement of all the IR-active phonons [50], and
is thus strongly coupled to ferroelectricity (parallel to b) in
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the incommensurate magnetic phase. The observation that
the Afj mode is strongly temperature dependent is evidence
that an incommensurate magnetic structure is preserved in
Cu;_,Zn,0. The temperature window (160-190 K) for the
changes in the A, modes in Cu;_,Zn,O coincides with the
THz electromagnon reported in Sec. IV.

D. Results: Raman-active phonons

The unpolarized Raman spectra of Cu;_,Zn,O single
crystals [with (101) and (010) in plane] are reported in
Figs. 5(a) and 5(b). The principle phonons A, (4 symbol),
B; (W), and B; (A) redshift in energy E and broaden in
linewidth I on Zn alloying (see also Table II). For instance,
on alloying the A, mode decreases in energy from 36.91 &+
0.02 meV to 36.27 £ 0.15 meV while I'(A,) increases from
1.41 £ 0.04 meV to 3.5 £ 0.4 meV. Mode assignments were
based on polarized Raman spectra (not shown), following
results published in the literature [55]. The three principal
Raman modes differ from the IR-active modes as only the
O’ ions are displaced, and Cu®" sites remain stationary. The
A, phonon is a symmetric breathing mode with motion only
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FIG. 5. (Color online) (a),(b) Raman spectra for CuggsZng 50
(top) and CuO (bottom) at 300 K (dashed lines) and 26 K (solid
lines). Note the split x-axis scale, and that the data for CuO in (b)
have been multiplied by 4. The principal Raman active modes are A,
(#), B, (W), and B; (A), while additional Raman modes (discussed
in the text) are labeled ¢, o, V, and A. (c) Temperature dependence
of the zone-folded LA phonon (see text) for b-oriented and (101)-
oriented CuO (crosses), and (101) (points) and h-oriented (squares)
Cug95Zn o50. Circles show data for CuO from Ref. [54].
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along the b axis, while the B, modes involve motion only in
the ac plane [50]. The principle phonon modes of Cu;_,Zn, O
narrow and harden on cooling, as a comparison of the solid
lines (26 K) and dashed lines (300 K) in Fig. 5 illustrates.

Additional Raman peaks beyond the three predicted by
the symmetry analysis are observed in Figs. 5(a) and 5(b)
at 29.3 meV (0), 39 meV (o), 62 meV (V), and 73 meV (A).
Further Raman lines at 142, 289, and 383 meV are also evident
for Cu;_,Zn,0 in extended range spectra (not shown). The
extra modes can be divided into two distinct groups: (i) those
present at all temperatures (modes A, 142 and 289 meV) and
(ii) those activated only at low temperature (modes ¢, o, V,
383 meV). None of the additional modes can be attributed to a
ZnO impurity phase as all modes are present in both pure and
alloyed samples.

Two overlapping peaks (A and A) are evident in Fig. 5(b)
around 75 meV, in both the CuO and Cugg95ZngpsO Raman
spectra. Here Bgz, is assigned following Choi et al. [55] to the
higher and broader peak at 78.1 0.7 meV (x = 0), which
shifts to 76.9 £ 0.5 meV at x = 0.05. The second peak (A)
is 5.1 meV lower at 73 meV, a splitting that is independent of
x and temperature. One possible origin of this peak is the B>
mode (the closest IR-active phonon) if mixed IR and Raman
activity is permitted. This would only be the case, however, in a
noncentrosymmetric crystal, requiring a different space group
than C2/c at all temperatures. An alternative interpretation of
this split peak is that the lattice potential may be anharmonic,
giving multiple Raman lines [56], or that it results from a
multiphonon process. A recent polarization-resolved Raman
study on CuO reported that the broad band around 142 meV is
a second-order Raman process involving overtones of four
relatively dispersionless phonon bands (as determined by
DFT) [57]. The 289 meV (present at all temperatures) and
383 meV (appearing below 7y;) modes reported here are too
high in energy to correspond to first-order Raman scattering
from single vibrational modes, and may similarly result from
multiphonon processes, or from defects.

Chen et al. reported five extra Raman-active modes in the
commensurate AF1 state of CuO [54], at 22, 27, 29.3 meV
[0 in Fig. 5(a)], 41 meV (o), and 63 meV (V). The
authors explained these extra modes by a mechanism relying
upon Brillouin-zone folding induced by magnetic order. The
magnetic unit cell of CuO can be written [58] ayy = a + ¢,
bm = b, and ¢ = a — ¢. The X point of the crystallographic
unit cell corresponds to the zone center of the magnetic
cell. If the displacement pattern of phonons at X modulates
the superexchange interaction, then Raman active modes
arise [54]. Chen et al. reported that the strongest extra mode,
at 29.3 meV (240 cm™), appears below 210 K. It can also be
observed for CuggsZngosO in Fig. 5(a) (¢). This mode was
previously found [54] to lower in energy for isotopically pure
%CuO in comparison to ©Cu0O, demonstrating that it results
from an LA motion of Cu?* ions along (101), modulating
the strongest superexchange interaction J ~ 80 meV [31].
The three principal Raman modes were at the same energies
for %CuO and %3CuO, as expected for vibrations associated
only with oxygen motion [54], while they shifted to lower
frequencies for Cu'30 than for Cu'®0O [59]. Further evidence
for the magnetically induced zone folding of phonons in CuO
was reported by Kuz’menko et al., who reported additional
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IR-active modes that were linked to phonon modes at the X and
A points [51]. However, it is interesting to note that the extra IR
modes were also present above Ty, in the paramagnetic state,
where diffuse magnetic scattering persists [58]. A doubling of
the unit cell from {a,b,c} = {a + ¢,b,a — c} was proposed
by Kuz’menko et al. [51], in line with the magnetic cell.

In Fig. 5(c) the temperature dependence of the X point LA
phonon frequency w(7') is reported in detail. For the b-oriented
and (10-1)-oriented CuO samples studied here the frequency
(crosses) is slightly lower than that reported by Chen et al.
(open circles). For the Cug 95Zng 95O samples the (101)-surface
normal sample (filled circles) and the (010) sample (squares)
showed even lower frequencies.

Chen et al. used an Ising model to derive the temperature
dependent phonon frequency when spin-lattice coupling is
included, and obtained the expression

o(T) = [} + 4B'SX(T)]"*. )
Here wy = w(Tny) is the phonon frequency in the absence
of spin-lattice coupling, and the constant B’ is linked by
A = —2B’/wy to the spin-phonon coupling coefficient A. The
temperature-dependent average value of the spin, S(T"), was
calculated by assuming that the reduced sublattice magne-
tization o obeyed the expression T /Tn; = o/ arctanh(o),
where 0 =1 at T < Tny, 0 = 0 at Ty = 213 K (CuO) or
Tni = 159 K (Cug 95Zng 050), and S(T') = /2.

The fits to o(T) obtained using Eq. (2) are reported
in Fig. 5(c). The dotted line is a fit to the data of Chen
et al. using wy =228.3 cm™! and B’ = 5506 cm™ (A =
—48 cm™!), while the data reported here for (010)-oriented
CuO were modelled by wy = 221.4cm ™! and B’ = 8074 cm™2
(A = =73 cm™!, dash-dotted line). For Cug95ZngosO wp =
229.9 cm~! and B’ = 3112 cm2 for the (101) sample (A =
—27 cm™~!, dashed line), while wy = 225.5 cm™! and B’ =
4741 cm~2 for the (010)-oriented crystal (A = —42 cm™',
solid line). This suggests that spin dilution and the modified
unit cell in Cug95ZngosO lowers the spin-phonon coupling
strength, and that crystal orientation appears to play a role [not
considered in the simple model of Eq. (2)].

The temperature dependence of w(7") was also examined by
Shih et al., who found that A and Ty reduced in CuO nanowires
as the diameter decreased [60]. This concomitant reduction
in A with Ty is in line with the findings reported here, and
may result from a suppression of long-range antiferromagnetic
order induced by dimensionality (Shih ef al.) or spin disorder
(results herein).

VI. DISCUSSION

A. Influence of alloying on phonons

Qualitatively, the substitution of zinc on copper sites will
change the effective force constants between neighboring
oxygen ions. The addition of an extra d-orbital electron (Cu**
is 3d° and Zn*>* is 3d'°) will have the effect of locally
eliminating the Jahn-Teller distortion and adding an electron
to the orbitals. This will reduce the bonding character of
the interactions, effectively reducing the force constants and
therefore the phonon frequencies. The enhanced mass of Zn
in comparison to Cu should also act to lower IR phonon
frequencies for Cu;_,Zn,O.
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Phonons soften and broaden upon zinc alloying in the su-
perconductor YBa,Cuy_,Zn, Og [61], which has very similar
CuOq plaquettes to CuO. A broadened phonon linewidth with
increasing alloy fraction has been particularly well studied in
Mn-alloyed ZnO, and is successfully described by a spatial
correlation model [62,63]. Essentially, the disorder introduced
by random (Zn) substitution on the cation sites breaks the
translational symmetry of the crystal, thus relaxing the wave-
vector g &~ ( selection rule. Now small areas (rather than
single points) of the Brillouin zone may be activated by light,
allowing phonons of slightly different energies to be excited
by photons, and thus broadening the observed linewidth, in
accord with the findings in Sec. V.

Quantitative insights into the influence of alloying on
phonons can be gained by undertaking lattice dynamics
calculations. The principal phonon modes of CuO have
been calculated by a number of authors with a variety of
approaches including valence force field models [50,53,59,64],
core-shell potential models [55,64,65], and DFT [57]. Here
the lattice dynamic package GULP [66] was used to calculate
the phonon eigenvectors and eigenfrequencies of Cu;_,Zn,O.
This approach has the advantages of (i) requiring fewer free
parameters than valence force field models (22 parameters
in Ref. [64]) and (ii) computational speed and simplicity.
Similar to shell models reported previously for CuO [55,64,65]
short-range Born-Mayer-Buckingham (BMB) potentials [66]
V(r) = Ae™"/? — C/r® between atomic pairs were used to
describe interionic interactions at radius r. Cu and O cores
were included, and only O ions had polarizable shells as short-
range Cu-Cu interactions are weak [64]. Fixed parameters were
A=22764¢V, p=0.149 A, and C = 27.88 eV AS for the
O-shell O-shell interionic BMB potential, and V = kr?/2 with
k =72.94 eV A2 for the intraionic O-core O-shell spring
potential. Ionic charges were Cu*? for the Cu cores, and
010869 and 0~28% for the O cores and shells respectively,
where the superscripts denote the effective ionic charges in
units of the electron charge.

The Cu-core O-shell BMB potential parameters A and p
were varied (with C = 0), in order to fit the experimental
['-point phonon frequencies wex, reported in Table II for
CuO. The eigenvectors for each calculated phonon frequency
were checked to verify mode assignments. The best fit was
with A = 2025.3 eV and p = 0.2672 A, and calculated mode
frequencies are reported in Table II, in reasonable agreement
with experiment.

The quality of fit was quantified by A =AY [wexp —
Weate|/ N for the N = 9 I'-point modes [64], resulting in A =
0.35meV. Choi et al. used A = 695.4eV and p = 0.3372 Ato
fit the Raman-active modes of CuO, producing A = 0.44 meV
for a relaxed unit cell [55]. In contrast, the shell models
of Reichardt er al. had A ~ 0.053 meV using A =712 eV
and p = 0.300 A for the Cut!3-core O~27-shell interaction,
and A = 1573 eV and p = 0.295 A for the O-shell O-shell
interionic potential. Popov [65] motivated the use of parallel
(in-ribbon, i.e., ac plane) and perpendicular (between adjacent
ribbons, i.e., b direction) Cu core-O shell parameters, taking
into account the Cu-O-Cu ribbons of CuO. Good agreement
between calculated phonon dispersion curves and neutron
data [64] were found with A = 1600 eV, p = 0.2815 A for
(Cu™0-0730),, and A = 550 eV, p = 0.2518 A for (Cu™30-
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0739), . Rather than allowing the effective ionic charges to
vary (as in Reichardt et al. and Popov’s works), here they
were fixed: the experimental ionic charge is close to —2 for
oxygen [51]. This constraint and the simplicity of our model
results in the larger A obtained herein. The phonon dispersion
curves calculated from our model are also in poorer agreement
with experimental results than the simulations of Popov and
Reichardt et al. [64,65].

To calculate the phonon frequencies of Cug 9s5Zng 050 the
same Cu-core O-shell BMB parameters derived for CuO
were adopted, and the experimental unit-cell parameters for
Cug.95Zng osO were taken. The majority of the eigenfrequen-
cies lowered marginally as a consequence of the structural
change. Second, 5% of Cu ions were replaced with Zn ions,
and Zn*2-core O~>3%_shell BMB parameters A = 499.6 eV,
p = 0.359 10%, C = O were used [67]. This additionally lowered
the phonon frequencies, with calculated values reported in
Table II. The X-point acoustic-phonon modes were also
simulated for Cu;_,Zn,O, one of which (at ~30 meV)
involves displacements of Cu ions along the [101] (AFM)
direction, in accord with Chen efr al.’s discussion of the
~29.3 meV mode [54]. A reduction in the calculated frequency
upon alloying (Table II) agrees with the experimental results
discussed in Sec. VD.

B. Influence of spin dilution on magnetic order

The substitution of a magnetic ion with a nonmagnetic
ion has been studied both theoretically and experimen-
tally in systems with different dimensionalities:1D anti-
ferromagnetic spin chains [68] such as TMMC:Cd [69],
two-dimensional (2D) Heisenberg antiferromagnets [70,71]
and the 3D multiferroic antiferromagnet MnWQ, [72]. The
ratio  Jinterchain/ Jintrachain ™~ 107! in CuO [31] indicates that
it is weakly 1D in comparison to well studied materials
such as TMMC [69], where Jinerchain/ Jintrachain ~ 107+, CuO
is therefore regarded as a quasi-1D collinear Heisenberg
antiferromagnet below Ty [73,74]. However, as demonstrated
in this section, the effect of alloying on the magnetic ordering
temperatures can be described well by a quasi-1D model.

Néel temperatures are suppressed on alloying with non-
magnetic ions, as a consequence of two interrelated effects.
Spin dilution due to replacing random spins by nonmag-
netic ions affects long-range magnetic correlations. Disorder
effects occur because the magnetic superexchange coupling
is locally zero around the nonmagnetic ions. These effects
are particularly pronounced in quasi-1D systems [68] such as
CuO. The correlation length of a group of neighboring spins
along a chain increases as the temperature decreases, until
the whole crystal is correlated below the magnetic ordering
temperature. Nonmagnetic impurities break communication
along the chain and restrict the growth of the correlation
length to the average impurity separation. Mean-field theory
predicts a dramatic decrease in ordering temperature driven by
nonmagnetic impurities in a 1D system [68].

A classical Heisenberg model for a quasi-1D system [68]
predicts kg Tn(x) =~ kg Tn(0) — xJ in the dilute alloying limit
x K kgTn(0)/2J < 1. For CuO with an x = 0.05 alloy
fraction and J ~ 80 meV [31], this predicts ATy = Tn(x) —
Tn(x =0.0) = —46 K. For J ~70 meV, ATy = —40 K.
The experimentally observed reduction in Ty, to 190 K
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(ATy = —40K)and Ty to 159 K (AT = —54K)atx = 0.05
are therefore consistent with dilute spin alloying in a quasi-1D
spin chain. However, it should be noted that the Heisenberg
J constants will also change in the Zn-alloyed sample as a
consequence of the altered crystal structure and Cu-O-Cu bond
angles (Table I).

Furthermore, the widening of the AF2 phase with respect
to the AF1 phase has been hinted at in the work of Henley,
who calculated that if disorder is introduced in a vector
antiferromagnet with competing interactions a noncollinear
spin state can be stabilized with respect to a collinear state [75].
Evidence supporting this exists in the form of optical-pump
x-ray-probe experiments on CuO at 207 K [76]. At this
temperature, just below the first-order phase transition at
Tni, domains of both phases co-exist within the sample.
Nonthermal spin disorder is induced by femtosecond pulses
of 1.55-eV light, which reduces the intensity of the x-ray
diffraction peak associated with the incommensurate phase
less substantially than the peak for the commensurate phase.

VII. CONCLUSIONS

Terahertz time-domain spectroscopy demonstrated that the
multiferroic phase is preserved in Cu;_,Zn,O for x =0,
x = 0.05. Electromagnons were observed in both pure and
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alloyed materials, and mode frequencies and widths were
relatively insensitive to alloy fraction x. A reduction in the
antiferromagnetic ordering temperature was discussed in terms
of spin dilution effects. The width of the multiferroic phase
increased from 17 K to 30 K on addition of 5% Zn, and
infrared and Raman-active phonons weakened and widened.
Pronounced changes to the A, phonon modes occurred in
the multiferroic phase in both pure and doped materials,
highlighting the direct influence of spin-lattice coupling on
this mode. The spin-lattice coupling coefficient was extracted
from the temperature dependence of a Raman-active zone-
folded LA phonon, and was reduced after spin dilution.
Lattice dynamics calculations reproduced the overall reduc-
tion in phonon frequencies for Cug95ZngsO in comparison
to CuO.
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