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★ What are PDFs? Why are they important? How do we 
extract them?

★ Opportunities and challenges for PDF determination in high 
precision LHC era.
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2

Z
)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q
2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x,Q2

0
) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū+ d̄) + s+ s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in
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An Introduction to PDFs
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The LHC: a proton-proton collider

• The LHC works by colliding proton beams head on at high energy.

• We examine the debris of these interactions for signs of the Higgs, 
BSM and to understand the SM better.

• Before doing any of that that: we need to understand what we are 
colliding: the proton.
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Modeling LHC Collisions

• Proton is composite - LHC 
collision involves quarks/gluons:

• Basic idea: recast proton-proton collisions in terms of more fundamental 
quark/gluon collision.

{ <latexit sha1_base64="85V5Ph2862tNhesR85+vm8SUxdI=">AAAB6XicbVDLSsNAFL2pr1pfUZduBovgqiRWfOyKblxWsQ9oQ5lMJ+3QySTMTIQS+gduXCji1j9y5984SYOo9cCFwzn3cu89fsyZ0o7zaZWWlldW18rrlY3Nre0de3evraJEEtoiEY9k18eKciZoSzPNaTeWFIc+px1/cp35nQcqFYvEvZ7G1AvxSLCAEayNdNdPB3bVqTk50CJxC1KFAs2B/dEfRiQJqdCEY6V6rhNrL8VSM8LprNJPFI0xmeAR7RkqcEiVl+aXztCRUYYoiKQpoVGu/pxIcajUNPRNZ4j1WP31MvE/r5fo4MJLmYgTTQWZLwoSjnSEsrfRkElKNJ8agolk5lZExlhiok04lTyEywxn3y8vkvZJza3X6ren1cZVEUcZDuAQjsGFc2jADTShBQQCeIRneLEm1pP1ar3NW0tWMbMPv2C9fwG0TI2c</latexit>

PDFs

• Parton distributions functions (PDFs) encode the binding of the quark/
gluons within the proton. In more detail…
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�DY ⇠ �(qq ! e+e�)⌦ q(x1)⌦ q(x2)
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Where do PDFs come from?
• Idea goes right back to discovery of quarks at SLAC in 1967.

• High* energy beam of electrons collided with proton target. Scattering 
inelastic, breaking up proton.

• Electron scattering rate vs. angle/energy (                    ) measured, with 
surprising result…

‘Deep 
Inelastic 
Scattering’

*By standards of the day!

Q2 = �(k � k0)2 = 4EE0 sin2
✓
✓
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xB =
Q2

2p · q =
Q2

2mp(E � E0)
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$ xB , Q
2

<latexit sha1_base64="oF2EeXcv11c0TDOm8BbfAzjOXZk=">AAACAXicdVBNS0JBFJ1nX2ZfVpugzZAELULeiKTuxDYtFfID1GTeOE8H530wc18lYpv+SpsWRbTtX7Tr3zRPDSrqwIXDOfdy7z1OKIUG2/6wEkvLK6tryfXUxubW9k56d6+hg0gxXmeBDFTLoZpL4fM6CJC8FSpOPUfypjM6j/3mNVdaBP4ljEPe9ejAF65gFIzUSx90JHdBicEQqFLBDb7tVU5x7SrXS2fsrG3bhBAcE1I4sw0plYo5UsQktgwyaIFqL/3e6Qcs8rgPTFKt28QOoTuhCgSTfJrqRJqHlI3ogLcN9anHdXcy+2CKj43Sx26gTPmAZ+r3iQn1tB57jun0KAz1by8W//LaEbjF7kT4YQTcZ/NFbiQxBDiOA/eF4gzk2BDKlDC3YjakijIwoaVMCF+f4v9JI5cl+Wy+ls+UK4s4kugQHaETRFABldEFqqI6YugOPaAn9GzdW4/Wi/U6b01Yi5l99APW2yftgJaO</latexit>
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• Cross section found to follow 
expectation for scattering off point-
like objects within proton.

• These objects, first given agnostic 
label of ‘partons’ by Feynman.

• Soon identified with Gell-Mann/
Zweig’s quarks introduced to explain 
the hadron zoo.

VoLUME 2$, NUMBER 16 PHYSICAL REVIEW LETTERS 20 OcTQBER 1969

OBSERVED BEHAVIOR OF HIGHLY INELASTIC ELECTRON-PROTON SCATTERING

M. Breidenbach, J. I. Friedman, and H. W. Kendall
Department of Physics and Laboratory for Nuclear Science, *

Massachusetts Institute of Technology, Cambridge, Massachusetts 02139

and

E. D. Bloom, D. H. Coward, H. DeStaebler, J. Drees, L. W. Mo, and R. E. Taylor
Stanford Linear Accelerator Center, g Stanford, California 94305

(Received 22 August 1969)

Results of electron-proton inelastic scattering at 6' and 10' are discussed, and values
of the structure function ~2 are estimated. If the interaction is dominated by transverse
virtual photons, vW2 can be expressed as a function of v = 2M v/q within experimental
errors for q2 & 1 (GeV/c)2 and &u &4, where v is the invariant energy transfer and q2 is
the invariant momentum transfer of the electron. Various theoretical models and sum
rules are briefly discussed.

In a previous Letter, ' we have reported experi-
mental results from a Stanford Linear Accelera-
tor Center-Massachusetts Institute of Technol-
ogy study of high-energy inelastic electron-pro-
ton scattering. Measurements of inelastic spec-
tra, in which only the scattered electrons were
detected, were made at scattering angles of 6'
and 10' and with incident energies between 7 and
17 GeV. In this communication, we discuss some
of the salient features of inelastic spectra in the
deep continuum region.
One of the interesting features of the measure-

ments is the weak momentum-transfer depen-
dence of the inelastic cross sections for excita-
tions well beyond the resonance region. This
weak dependence is illustrated in Fig. 1. Here
we have plotted the differential cross section di-
vided by the Mott cross section, (d'a/dQdE')/
(do d/Q) M«, as a function of the square of the
four-momentum transfer, q'= 2EE'(1-cos0), for
constant values of the invariant mass of the re-
coiling target system, W, where W'= 2M(E E')-
+M' -q'. E is the energy of the incident electron,
E' is the energy of the final electron, and 0 is
the scattering angle, all defined in the labora-
tory system; M is the mass of the proton. The
cross section is divided by the Mott cross sec-
tion

(
dG e' cos'p(9
d Mott 4E Sin 2

in order to remove the major part of the well-
known four -momentum transfer dependence aris-
ing from the photon propagator. Results from
both 6' and 10' are included in the figure for each
value of W. As S'increases, the q' dependence
appears to decrease. The striking difference
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FIG. 1. (d o/dQdE')/oM «, in GeV, vs q for W
=2, 3, and 3.5 GeV. The lines drawn through the data
are meant to guide the eye. Also shown is the cross
section for elastic &-p scattering divided by OM«„
(do/dD)/oMo«, calculated for t) = 10', using the dipole
form factor. The relatively slow variation with q2 of
the inelastic cross section compared with the elastic
cross section is clearly shown.

between the behavior of the inelastic and elastic
cross sections is also illustrated in Fig. 1, where
the elastic cross section, divided by the Mott
cross section for L9 = 10', is included. The q' de-
pendence of the deep continuum is also consider-

Point-like 
scattering!

�(observed)

�(point� like)
<latexit sha1_base64="amuT+6eg4Hs4tafAiBfsjQN5Zgk=">AAACIHicbVDLSgNBEJz1GeMr6tHLYBDiwbAbBT0GvXiMYGIgG8LspDcOmccyMyuEJZ/ixV/x4kERvenXOHkcTGJBQ1HVTXdXlHBmrO9/e0vLK6tr67mN/ObW9s5uYW+/YVSqKdSp4ko3I2KAMwl1yyyHZqKBiIjDfdS/Hvn3j6ANU/LODhJoC9KTLGaUWCd1ChdhrAnNQsN6gpSyUAusIgP6EbrDk+GMnigm7SlnfXBOp1D0y/4YeJEEU1JEU9Q6ha+wq2gqQFrKiTGtwE9sOyPaMsphmA9TAwmhfdKDlqOSCDDtbPzgEB87pYtjpV1Ji8fq34mMCGMGInKdgtgHM++NxP+8Vmrjy3bGZJJakHSyKE45tgqP0sJdpoFaPnCEUM3crZg+EJeYdZnmXQjB/MuLpFEpB2flyu15sXo1jSOHDtERKqEAXaAqukE1VEcUPaEX9IbevWfv1fvwPietS9505gDNwPv5BS7RpDU=</latexit>

15. Quark model 13

Figure 15.4: SU(4) multiplets of baryons made of u, d, s, and c quarks. (a) The
20-plet with an SU(3) octet. (b) The 20-plet with an SU(3) decuplet.

For the “ordinary” baryons (no c or b quark), flavor and spin may be combined in an
approximate flavor-spin SU(6), in which the six basic states are d ↑, d ↓, · · ·, s ↓ (↑, ↓ =
spin up, down). Then the baryons belong to the multiplets on the right side of

6⊗ 6⊗ 6 = 56S ⊕ 70M ⊕ 70M ⊕ 20A . (15.24)

These SU(6) multiplets decompose into flavor SU(3) multiplets as follows:

56 = 410 ⊕ 28 (15.25a)

June 5, 2018 19:52

Neutron Proton

SLAC measurement

Q2 [GeV2]

<latexit sha1_base64="qYDAMVErzJoDRpSGhhDsCv/M2sw=">AAAB/HicbVDLSsNAFJ3UV62vaJduBovgQkpSCrosutBlC/YBTVom00k7dGYSZiZCCPVX3LhQxK0f4s6/cdpmoa0HLhzOuZd77wliRpV2nG+rsLG5tb1T3C3t7R8cHtnHJx0VJRKTNo5YJHsBUoRRQdqaakZ6sSSIB4x0g+nt3O8+EqloJB50GhOfo7GgIcVIG2lol1uDmncJ+5knObwjndmg5g/tilN1FoDrxM1JBeRoDu0vbxThhBOhMUNK9V0n1n6GpKaYkVnJSxSJEZ6iMekbKhAnys8Wx8/guVFGMIykKaHhQv09kSGuVMoD08mRnqhVby7+5/UTHV77GRVxoonAy0VhwqCO4DwJOKKSYM1SQxCW1NwK8QRJhLXJq2RCcFdfXiedWtWtV+uteqVxk8dRBKfgDFwAF1yBBrgHTdAGGKTgGbyCN+vJerHerY9la8HKZ8rgD6zPH8uhk5Y=</latexit>
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• Experimental fact: potentially complex electron-proton interaction really 
due to simple scattering between point-like electron and quark within proton, 
with rest of proton playing no role.

• But how can this be? Quarks are 
part of a complex and self-interacting 
bound state: the proton. Does this not 
affect the scattering process?

�(ep) ⇠ �(eq)
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Quark/gluon binding?
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• Electron-quark interaction 
time     timescale of internal 
quark interactions!

⌧
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<latexit sha1_base64="M5Xhf6AyS/B8B8nYkywM6gcSBRA=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4Gmampa3goiCIG6GibYV2KJk0bWMzyTTJCGXoP7hxoYhb/8edX+EvmGkVVPTAhcM593LvPUHEqNKO82ZlFhaXlleyq7m19Y3Nrfz2TlOJWGLSwIIJeR0gRRjlpKGpZuQ6kgSFASOtYHSS+q1bIhUV/EpPIuKHaMBpn2KkjdTU3WQ8nnbzBcc+qpa9Uhk6tuNUXM9NiVcpFUvQNUqKQg2eX76P/NN6N//a6Qkch4RrzJBSbdeJtJ8gqSlmZJrrxIpECI/QgLQN5Sgkyk9m107hgVF6sC+kKa7hTP0+kaBQqUkYmM4Q6aH67aXiX1471v2qn1AexZpwPF/UjxnUAqavwx6VBGs2MQRhSc2tEA+RRFibgHImhK9P4f+k6dlu0fYuTBrHYI4s2AP74BC4oAJq4AzUQQNgcAPuwAN4tIR1bz1Zz/PWjPU5swt+wHr5AGC9kpw=</latexit>

• Relativity comes to rescue. Proton at rest: complex system of interacting 
quarks (                        ).
• However we are interested in very high energy proton collisions. Proton 
has velocity v ~ c, and relativity comes into the game.
• What does electron ‘see’? Time dilation: proton ‘clock’ much slower than 
when at rest, electron only sees a ~ static snapshot of the proton!

⌧qq ⇡ 10�24s
<latexit sha1_base64="lm0q2GggzZkBoFkm7SDZOMaSX4w=">AAACBXicdVDLSgMxFM3UV62vqktdBIvgxpJUsS24KAjiRqhoH9COJZOmbWjm0SQjlqEbN/6KGxeKuPUf3PkV/oKZVkFFD1w4nHMv997jBIIrjdCblZianpmdS86nFhaXllfSq2tV5YeSsgr1hS/rDlFMcI9VNNeC1QPJiOsIVnP6R7Ffu2JScd+70MOA2S7perzDKdFGaqU3m5qErWgwGMEmCQLpX0OMLqPd3P4IqlY6g7IIIYwxjAnOHyBDisVCDhcgji2DTAmenr/37eNyK/3abPs0dJmnqSBKNTAKtB0RqTkVbJRqhooFhPZJlzUM9YjLlB2NvxjBbaO0YceXpjwNx+r3iYi4Sg1dx3S6RPfUby8W//Iaoe4U7Ih7QaiZRyeLOqGA2odxJLDNJaNaDA0hVHJzK6Q9IgnVJriUCeHrU/g/qeayeC+bOzNpHIIJkmADbIEdgEEelMAJKIMKoOAG3IEH8GjdWvfWk/U8aU1YnzPr4Aeslw+FFZri</latexit>

Proton ‘Snapshot’

• Note separation of timescales/distances at heart of all QCD ‘factorization’.
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tqq ⇠ 1

mp
, teq ⇠ 1

Q

<latexit sha1_base64="Ne9zbWj5ZCldwbH2wToi+9BK498=">AAACHHicdZDLSgMxFIYz9VbrrerSTbAILqRMatHWVcGNyxbsBTplyKQZG5rMjElGKMM8iBtfxY0LRdy4EHwbM20FrwcCP/93Difn9yLOlLbtdyu3sLi0vJJfLaytb2xuFbd3OiqMJaFtEvJQ9jysKGcBbWumOe1FkmLhcdr1xucZ795QqVgYXOpJRAcCXwXMZwRrY7nFY+0m19cpdBQT0PElJglKE+FG6ZFzZBj9xVqpWyzZZdu2EUIwE+j0xDaiXq9VUA2iDJkqgXk13eKrMwxJLGigCcdK9ZEd6UGCpWaE07TgxIpGmIzxFe0bGWBB1SCZHpfCA+MMoR9K8wINp+7XiQQLpSbCM50C65H6yTLzL9aPtV8bJCyIYk0DMlvkxxzqEGZJwSGTlGg+MQITycxfIRlhk4I2eRZMCJ+Xwv9Fp1JG1XK1VS01zuZx5MEe2AeHAIFT0AAXoAnagIBbcA8ewZN1Zz1Yz9bLrDVnzWd2wbey3j4Awn+iaQ==</latexit>



Colliding Protons

• Electron scatters off a quark within the static proton snapshot. The 
quark interactions within the proton are frozen and can be ignored.

• Valid to consider in terms of free quark-electron scattering.

�(ep) ⇠ �(eq)
<latexit sha1_base64="QRp1CkaxDtm+cIrmO9GE/tPT/nA=">AAACA3icbZDLSgMxFIbPeK31NupON8EitJsyUwVdFt24rGAv0A4lk2ba0GRmTDJCGQpufBU3LhRx60u4821M2xG09YfAl/+cQ3J+P+ZMacf5spaWV1bX1nMb+c2t7Z1de2+/oaJEElonEY9ky8eKchbSumaa01YsKRY+p01/eDWpN++pVCwKb/Uopp7A/ZAFjGBtrK592FGsL3CRxiVkUKCf+12paxecsjMVWgQ3gwJkqnXtz04vIomgoSYcK9V2nVh7KZaaEU7H+U6iaIzJEPdp22CIBVVeOt1hjE6M00NBJM0JNZq6vydSLJQaCd90CqwHar42Mf+rtRMdXHgpC+NE05DMHgoSjnSEJoGgHpOUaD4ygIlk5q+IDLDERJvY8iYEd37lRWhUyu5puXJzVqheZnHk4AiOoQgunEMVrqEGdSDwAE/wAq/Wo/VsvVnvs9YlK5s5gD+yPr4Bcj6Wvw==</latexit>

• Final element: what does the frozen distribution of quarks look like?
Relevant degree of freedom: amount of proton’s energy carried by quark.

• Introduce new variable: x =
Equark

Eproton
<latexit sha1_base64="riRmCN2mIK0aI1yWflEJrVGGhvc=">AAACD3icbVDLSgMxFM34rPU16tJNsCiuykwVdCMURXBZwT6gHYZMmmlDM8mYZMQyzB+48VfcuFDErVt3/o1pO4K2Hrhwcs695N4TxIwq7Thf1tz8wuLScmGluLq2vrFpb203lEgkJnUsmJCtACnCKCd1TTUjrVgSFAWMNIPBxchv3hGpqOA3ehgTL0I9TkOKkTaSbx/cn3VCiXB66acdGcHbBMlBlv08Yym04Fnm2yWn7IwBZ4mbkxLIUfPtz05X4CQiXGOGlGq7Tqy9FElNMSNZsZMoEiM8QD3SNpSjiCgvHd+TwX2jdGEopCmu4Vj9PZGiSKlhFJjOCOm+mvZG4n9eO9HhqZdSHieacDz5KEwY1AKOwoFdKgnWbGgIwpKaXSHuIxOPNhEWTQju9MmzpFEpu0flyvVxqXqex1EAu2APHAIXnIAquAI1UAcYPIAn8AJerUfr2Xqz3ietc1Y+swP+wPr4BlMAnXw=</latexit>

0 < x < 1
<latexit sha1_base64="+HscOAo3C61u1Z4vRZDjdKUXJ5U=">AAAB7HicbVA9SwNBEJ2LXzF+RS1tFoNgFe6ioEWKoI1lBC8JJEfY2+wlS/Z2j909MRz5DTYWitj6g+z8N26SKzTxwcDjvRlm5oUJZ9q47rdTWFvf2Nwqbpd2dvf2D8qHRy0tU0WoTySXqhNiTTkT1DfMcNpJFMVxyGk7HN/O/PYjVZpJ8WAmCQ1iPBQsYgQbK/lu/anu9csVt+rOgVaJl5MK5Gj2y1+9gSRpTIUhHGvd9dzEBBlWhhFOp6VeqmmCyRgPaddSgWOqg2x+7BSdWWWAIqlsCYPm6u+JDMdaT+LQdsbYjPSyNxP/87qpia6DjIkkNVSQxaIo5chINPscDZiixPCJJZgoZm9FZIQVJsbmU7IheMsvr5JWrepdVGv3l5XGTR5HEU7gFM7BgytowB00wQcCDJ7hFd4c4bw4787HorXg5DPH8AfO5w/GxY4B</latexit>
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pp = (E, 0, 0, E)

<latexit sha1_base64="mabELo+0oO6Vsf2PcCaLZaSJC8g=">AAAB9HicdVDLSgMxFM34rPVVdekmWIQKUpJSbCsIBSm4rGAf0A4lk2ba0MxMTDKFUvodblwo4taPceffmGkrqOi5XDiccy+5OZ4UXBuEPpyV1bX1jc3UVnp7Z3dvP3Nw2NRRrChr0EhEqu0RzQQPWcNwI1hbKkYCT7CWN7pO/NaYKc2j8M5MJHMDMgi5zykxVnJlT17laufIVu2sl8miPEIIYwwTgksXyJJKpVzAZYgTyyILlqj3Mu/dfkTjgIWGCqJ1ByNp3ClRhlPBZulurJkkdEQGrGNpSAKm3en86Bk8tUof+pGyHRo4V79vTEmg9STw7GRAzFD/9hLxL68TG7/sTnkoY8NCunjIjwU0EUwSgH2uGDViYgmhittbIR0SRaixOaVtCF8/hf+TZiGPi/nibTFbvVzGkQLH4ATkAAYlUAU3oA4agIJ78ACewLMzdh6dF+d1MbriLHeOwA84b581CJBs</latexit>

pq = x(E, 0, 0, E)

<latexit sha1_base64="IFrRql2p5Jxta2H38csRCeedZFQ=">AAAB9XicdVDLSgMxFM34rPVVdekmWIQKUpJSbCsIBSm4rGAf0I4lk2ba0MzDJKOWof/hxoUibv0Xd/6NmbaCip7LhcM595Kb44SCK43Qh7WwuLS8sppaS69vbG5tZ3Z2myqIJGUNGohAth2imOA+a2iuBWuHkhHPEazljM4Tv3XLpOKBf6XHIbM9MvC5yynRRroOezdn97naMTJVO+plsiiPEMIYw4Tg0gkypFIpF3AZ4sQyyII56r3Me7cf0MhjvqaCKNXBKNR2TKTmVLBJuhspFhI6IgPWMdQnHlN2PL16Ag+N0oduIE37Gk7V7xsx8ZQae46Z9Igeqt9eIv7ldSLtlu2Y+2GkmU9nD7mRgDqASQSwzyWjWowNIVRycyukQyIJ1SaotAnh66fwf9Is5HExX7wsZqun8zhSYB8cgBzAoASq4ALUQQNQIMEDeALP1p31aL1Yr7PRBWu+swd+wHr7BBc2kO8=</latexit>

e
<latexit sha1_base64="Pna6fdTWgvUMdKOvBzHgjCOOl/o=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlJvbLFbfqzkFWiZeTCuRo9MtfvUHM0gilYYJq3fXcxPgZVYYzgdNSL9WYUDamQ+xaKmmE2s/mh07JmVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NeG1n3GZpAYlWywKU0FMTGZfkwFXyIyYWEKZ4vZWwkZUUWZsNiUbgrf88ipp16reRbXWvKzUb/I4inACp3AOHlxBHe6gAS1ggPAMr/DmPDovzrvzsWgtOPnMMfyB8/kDyruM7Q==</latexit>

c.m.s. frame

mp ⌧ E

<latexit sha1_base64="Tzd1gLvpe6m5j/bPoYwIiGKt/mo=">AAAB8HicdVDLSsNAFJ3UV62vqks3g0VwFZIY2rqRggguK9iHtKFMppN26MwkzEyEEvoVblwo4tbPceffOGkrqOiBC4dz7uXee8KEUaUd58MqrKyurW8UN0tb2zu7e+X9g7aKU4lJC8cslt0QKcKoIC1NNSPdRBLEQ0Y64eQy9zv3RCoai1s9TUjA0UjQiGKkjXTHBwnsMwavBuWKY5/Xq55fhY7tODXXc3Pi1fwzH7pGyVEBSzQH5ff+MMYpJ0JjhpTquU6igwxJTTEjs1I/VSRBeIJGpGeoQJyoIJsfPIMnRhnCKJamhIZz9ftEhrhSUx6aTo70WP32cvEvr5fqqB5kVCSpJgIvFkUpgzqG+fdwSCXBmk0NQVhScyvEYyQR1iajkgnh61P4P2l7tuvb/o1faVws4yiCI3AMToELaqABrkETtAAGHDyAJ/BsSevRerFeF60FazlzCH7AevsEQW2QDg==</latexit>



Mapping out the Proton

u
<latexit sha1_base64="wnFhQNKUlf0HWa+NJZ/ckTw+BdQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZtovV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucP4vuM/Q==</latexit>

u
<latexit sha1_base64="wnFhQNKUlf0HWa+NJZ/ckTw+BdQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlZtovV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucP4vuM/Q==</latexit>

d
<latexit sha1_base64="i4T7bfCHibYNJNngwp/p1+TXADk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJu3azSbsboRS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBVcG9f9dgpr6xubW8Xt0s7u3v5B+fCorZNMMWyxRCSqE1CNgktsGW4EdlKFNA4EPgSj25n/8IRK80Tem3GKfkwHkkecUWOlZtgvV9yqOwdZJV5OKpCj0S9/9cKEZTFKwwTVuuu5qfEnVBnOBE5LvUxjStmIDrBrqaQxan8yP3RKzqwSkihRtqQhc/X3xITGWo/jwHbG1Az1sjcT//O6mYmu/QmXaWZQssWiKBPEJGT2NQm5QmbE2BLKFLe3EjakijJjsynZELzll1dJu1b1Lqq15mWlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8fyTeM7A==</latexit>

e
<latexit sha1_base64="Pna6fdTWgvUMdKOvBzHgjCOOl/o=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlJvbLFbfqzkFWiZeTCuRo9MtfvUHM0gilYYJq3fXcxPgZVYYzgdNSL9WYUDamQ+xaKmmE2s/mh07JmVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NeG1n3GZpAYlWywKU0FMTGZfkwFXyIyYWEKZ4vZWwkZUUWZsNiUbgrf88ipp16reRbXWvKzUb/I4inACp3AOHlxBHe6gAS1ggPAMr/DmPDovzrvzsWgtOPnMMfyB8/kDyruM7Q==</latexit>
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• Statistical distribution known as ‘Parton Distribution Function’ (PDF).

f(x) :
<latexit sha1_base64="xKwFEvEPFN13MpsWdm3KTXTuHc8=">AAAB7HicbVBNSwMxEJ3Ur1q/qh69BItQL2W3CoqnohePFdxaaJeSTbNtaDa7JFmxLP0NXjwo4tUf5M1/Y9ruQVsfDDzem2FmXpAIro3jfKPCyura+kZxs7S1vbO7V94/aOk4VZR5NBaxagdEM8El8ww3grUTxUgUCPYQjG6m/sMjU5rH8t6ME+ZHZCB5yCkxVvLC6tPpVa9ccWrODHiZuDmpQI5mr/zV7cc0jZg0VBCtO66TGD8jynAq2KTUTTVLCB2RAetYKknEtJ/Njp3gE6v0cRgrW9Lgmfp7IiOR1uMosJ0RMUO96E3F/7xOasJLP+MySQ2TdL4oTAU2MZ5+jvtcMWrE2BJCFbe3YjokilBj8ynZENzFl5dJq15zz2r1u/NK4zqPowhHcAxVcOECGnALTfCAAodneIU3JNELekcf89YCymcO4Q/Q5w/rro4Z</latexit>

Probability of finding a quark with energy 
fraction    in proton snapshot.x

<latexit sha1_base64="GBFky7oBpg2cOFl0/yUt0NkoTlA=">AAAB6HicdZDLSgMxFIYz9VbrrepSkGARXA0z09JWECy4cdmCvUA7lEyatrGZzJBkxDJ06cqNC0Xc+hRufQV3PoM+hJlWQUV/CPx8/znknOOFjEplWa9Gam5+YXEpvZxZWV1b38hubjVkEAlM6jhggWh5SBJGOakrqhhphYIg32Ok6Y1Okrx5QYSkAT9T45C4Phpw2qcYKY1ql91szjIPy0WnUISWaVkl27ET45QK+QK0NUmUO35+u9p9qr1Xu9mXTi/AkU+4wgxJ2batULkxEopiRiaZTiRJiPAIDUhbW458It14OugE7mvSg/1A6McVnNLvHTHypRz7nq70kRrK31kC/8rakeqX3ZjyMFKE49lH/YhBFcBka9ijgmDFxtogLKieFeIhEggrfZuMPsLXpvB/03BMO286NStXOQIzpcEO2AMHwAYlUAGnoArqAAMCrsEtuDPOjRvj3niYlaaMz55t8EPG4wdWdZG7</latexit>

�ep =

Z 1

0
dxfq(x)�eq(x)

<latexit sha1_base64="HMl2rdUkAF+DQ/0ZnT0Vsrbluuw=">AAACInicbVDLSgMxFM34rPVVdekmWIQKUmaqoC6EohuXFewDOnXIpJk2NMmMSUZahvkWN/6KGxeKuhL8GNMHoq0HAodzzuXmHj9iVGnb/rTm5hcWl5YzK9nVtfWNzdzWdk2FscSkikMWyoaPFGFUkKqmmpFGJAniPiN1v3c59Ov3RCoaihs9iEiLo46gAcVIG8nLnbmKdjjyEhKl8By6VGjPvnVg4koO22kfBl5ylxb6B+4h/ImOBC+Xt4v2CHCWOBOSBxNUvNy72w5xzInQmCGlmo4d6VaCpKaYkTTrxopECPdQhzQNFYgT1UpGJ6Zw3yhtGITSPKHhSP09kSCu1ID7JsmR7qppbyj+5zVjHZy2EiqiWBOBx4uCmEEdwmFfsE0lwZoNDEFYUvNXiLtIIqxNq1lTgjN98iyplYrOUbF0fZwvX0zqyIBdsAcKwAEnoAyuQAVUAQYP4Am8gFfr0Xq23qyPcXTOmszsgD+wvr4Bzw+jNQ==</latexit>

Electron-proton 
scattering rate:

• In DIS: electron energy and scattering angle directly related to quark    
and photon       . By scanning over these, can map out distribution.

• What do they look like?

x
<latexit sha1_base64="GBFky7oBpg2cOFl0/yUt0NkoTlA=">AAAB6HicdZDLSgMxFIYz9VbrrepSkGARXA0z09JWECy4cdmCvUA7lEyatrGZzJBkxDJ06cqNC0Xc+hRufQV3PoM+hJlWQUV/CPx8/znknOOFjEplWa9Gam5+YXEpvZxZWV1b38hubjVkEAlM6jhggWh5SBJGOakrqhhphYIg32Ok6Y1Okrx5QYSkAT9T45C4Phpw2qcYKY1ql91szjIPy0WnUISWaVkl27ET45QK+QK0NUmUO35+u9p9qr1Xu9mXTi/AkU+4wgxJ2batULkxEopiRiaZTiRJiPAIDUhbW458It14OugE7mvSg/1A6McVnNLvHTHypRz7nq70kRrK31kC/8rakeqX3ZjyMFKE49lH/YhBFcBka9ijgmDFxtogLKieFeIhEggrfZuMPsLXpvB/03BMO286NStXOQIzpcEO2AMHwAYlUAGnoArqAAMCrsEtuDPOjRvj3niYlaaMz55t8EPG4wdWdZG7</latexit>
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• Collision by collision the proton snapshot will be different, but expect it to 
have some statistical distribution.

Q2

<latexit sha1_base64="a1pYtt2yFzKuBLxaBzV7zV21Sk8=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHYJiR6JXjxClEcCK5kdGpgwO7uZmTUhGz7BiweN8eoXefNvHGAPClbSSaWqO91dQSy4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS0eJYthkkYhUJ6AaBZfYNNwI7MQKaRgIbAeT27nffkKleSQfzDRGP6QjyYecUWOl+8ZjpV8suWV3AbJOvIyUIEO9X/zqDSKWhCgNE1TrrufGxk+pMpwJnBV6icaYsgkdYddSSUPUfro4dUYurDIgw0jZkoYs1N8TKQ21noaB7QypGetVby7+53UTM7z2Uy7jxKBky0XDRBATkfnfZMAVMiOmllCmuL2VsDFVlBmbTsGG4K2+vE5albJXLVcb1VLtJosjD2dwDpfgwRXU4A7q0AQGI3iGV3hzhPPivDsfy9ack82cwh84nz/SfI2A</latexit>

At LO in QCD: x = xB =
Q2

2p · q

<latexit sha1_base64="593ABflSd6UpwBzh4Jo6t2pnx9w=">AAACCXicdVDLSsNAFJ34rPUVdelmsAiuQhJDWxdCqRuXLdgHtLVMJpN26OThzERaQrdu/BU3LhRx6x+482+ctBVU9MC9HM65l5l73JhRIU3zQ1taXlldW89t5De3tnd29b39pogSjkkDRyzibRcJwmhIGpJKRtoxJyhwGWm5o4vMb90SLmgUXslJTHoBGoTUpxhJJfV1OIbncNyvqt71OcJp/dqepjaMu9iLJLyZ9vWCaZyVi7ZThKZhmiXLtjJil5xTB1pKyVAAC9T6+nvXi3ASkFBihoToWGYseynikmJGpvluIkiM8AgNSEfREAVE9NLZJVN4rBQP+hFXFUo4U79vpCgQYhK4ajJAcih+e5n4l9dJpF/upTSME0lCPH/ITxiUEcxigR7lBEs2UQRhTtVfIR4iFYhU4eVVCF+Xwv9J0zYsx3DqTqFSXcSRA4fgCJwAC5RABVyCGmgADO7AA3gCz9q99qi9aK/z0SVtsXMAfkB7+wRRopjh</latexit>



The Proton Backbone
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• ‘Valence’ up and down 
quark structure consistent 
with basic uud picture.

• 

• Peaked at             . 

• Not exactly              as 
quark interactions can 
redistribute momenta.

• Without going into details, some broad features can be picked out:

uV ⇡ 2dV
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Gluons
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• What happens when we 
add gluons into the picture? 
Can also scatter off these.
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µF ⇠ MZ
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1 Introduction

Jet production in neutral current (NC) deep-inelastic scattering (DIS) at HERA is an important
process to test perturbative calculations based on the theory of strong interactions, which is
described by Quantum Chromodynamics (QCD) [1–5]. In contrast to inclusive DIS, where
QCD is probed by means of scaling violations, jet production in the Breit frame [6, 7] is a
process which always involves at least one strong vertex even at Born level and thus more
directly probes QCD.

In the Breit frame, where the virtual photon and the proton collide head on, the Born level
contribution to DIS (figure 1(a)) generates no transverse momentum. Significant transverse
momentum of the outgoing partons, PT, can however be produced at leading order (LO) in the
strong coupling αs by the photon-gluon-fusion process (figure 1(b)) and the QCD Compton
process (figure 1(c)). Photon-gluon fusion dominates jet production for the range of photon
virtualities Q2 accessible in this analysis and provides direct sensitivity to the gluon density
function of the proton [8]. One of the diagrams of the next-to-leading order contribution is
displayed in figure 1(d), which also illustrates one of the leading-order diagrams of the trijet
perturbative QCD (pQCD) calculation.
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Figure 1: Deep-inelastic ep scattering at different orders in αs: (a) Born contribution to inclusive NC
DIS (O(α2

em)), (b) photon-gluon fusion (O(α2
emαs)), (c) QCD Compton scattering (O(α2

emαs)) and (d) a
trijet process O(α2

emα
2
s).

About 25 years after next-to-leading order corrections to jet production cross sections in DIS
have been studied for the first time [9,10], complete predictions at next-to-next-to-leading order
in the strong coupling are now available for inclusive jet and dijet production in DIS [11, 12]
and in hadron-hadron collisions [13]. These new theoretical developments together with precise
measurements and greater kinematic reach of the data allow the use of DIS jet cross sections
for precise studies of QCD.

Measurements of jet production in NC DIS at HERA were performed by the H1 Collabora-
tion [8, 14–26] and the ZEUS Collaboration [27–35]. In this paper new double-differential
measurements of inclusive jet, dijet and trijet cross sections are presented, extending the kine-
matic range of an earlier analysis [26] both to lower momentum transfer, 5.5 < Q2 < 80 GeV2,
and to lower jet transverse momenta, as detailed in the following.

At low momentum transfer 5.5 < Q2 < 80 GeV2, the transverse momenta of jets in the Breit
frame, P

jet
T , are required to exceed 4 GeV. Inclusive jet cross sections are measured in the range

4.5 < P
jet
T < 50 GeV. Inclusive dijet cross sections are measured as a function of the average

4



0

0.4

0.8

1.2

1.6

2

2.4

2.8

0.0001 0.001 0.01 0.1 1

xf(x,Q2)

g

uV

dV

Gluons!
• Contribution from gluons 
is huge.

• In fact, roughly 50% of 
proton energy carried by 
gluons.

• LHC a gluon-gluon 
collider: crucial for e.g. 
Higgs physics.
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µF ⇠ MZ
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ATLAS Higgs Physics Prospects at the High Luminosity LHC Paul Glaysher

estimates. The expected precision at which the SM nature of the couplings can be probed with
3000 fb�1 is in the 2 - 15 % range depending on the decay channel.

Figure 1: Relative signal strength errors Dµ/µ in units of SM expectation, taken from Ref. [11],
for 300 and 3000 fb�1. The hashed areas indicate current theory uncertainty.

3. Higgs Self-Coupling

An exciting goal of the HL-LHC is observing di-Higgs boson production, which is sensitive
to the Higgs self-coupling. Measuring the self-coupling, l , will provide the strongest test of as-
sessing the SM nature of the Higgs boson. The expected NNLO cross section is 41 fb for

p
s = 14

TeV [12]. For this challenging measurement, the most promising signatures come from the final
states HH ! bb̄gg with only 320 expected events for 3000 fb�1 but an experimentally clean sig-
nature and HH ! WWgg with 30,000 expected events but subject to large backgrounds. Further,
the bb̄bb̄ and bb̄t+t� final states are also of interest [13]. Results for HH! bb̄gg are shown in
Figure 2a. A strong seperation of signal and background is achieved through angular and mass
cuts. In the case of the HH! bb̄gg channel alone, 8.4 signal and 47 background events are se-
lected, assuming a SM coupling lSM. As shown in Figure 2b, just HH! bb̄gg will not be sensitive
at the 5 s discovery level to lSM, but will be able to rule out large deviations from the SM, namely
�1.3 < l/lSM < 8.7. A combination of all available channels from both ATLAS and CMS exper-
iments is likely to be sensitive at the 5 s discovery level to SM Higgs self-coupling by the end of
the HL-LHC run.

3

� Higgs couplings      need to 
model SM production precisely.
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� High mass searches for new 
resonances/contact interaractions - PDFs 
in high    region. Currently constraints 
poor.

 ( GeV )XM
1 1.5 2 2.5 3 3.5 4 4.5 5

G
lu

on
 - 

G
lu

on
 L

um
in

os
ity

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3
MMHT14
ABMP16
CT14
NNPDF3.1

=0.118sαLHC 13 TeV, NNLO, 

 ( GeV )XM
1 1.5 2 2.5 3 3.5 4 4.5 5

Q
ua

rk
 - 

G
lu

on
 L

um
in

os
ity

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3
MMHT14
ABMP16
CT14
NNPDF3.1

=0.118sαLHC 13 TeV, NNLO, 

 ( GeV )XM
1 1.5 2 2.5 3 3.5 4 4.5 5

Q
ua

rk
 - 

An
tiq

ua
rk

 L
um

in
os

ity

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3
MMHT14
ABMP16
CT14
NNPDF3.1

=0.118sαLHC 13 TeV, NNLO, 

 ( GeV )XM
1 1.5 2 2.5 3 3.5 4 4.5 5

Q
ua

rk
 - 

Q
ua

rk
 L

um
in

os
ity

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3
MMHT14
ABMP16
CT14
NNPDF3.1

=0.118sαLHC 13 TeV, NNLO, 

Figure 71: Comparison of PDF luminosities in the large invariant mass MX region between MMHT14, ABMP16, CT14
and NNPDF3.1. From left to right and from top to bottom we show the results of the gluon–gluon, gluon–quark,
quark–anti–quark and quark–quark luminosities, normalized to the central value of MMHT14. In this comparison,
NNLO PDFs with ↵s(mZ) = 0.118 sets are used.

and gluons. As discussed in Sect. 6, PDF uncertainties are large in this region due to the limited amount of
experimental constraints.

In order to quantify the size of the PDF uncertainties in the large invariant mass region, as well as the
relative agreement between the PDF groups, it is useful to compare the PDF luminosities for MX � 1 TeV.
We will restrict ourselves to ABMP16, CT14, MMHT14 and NNPDF3.1, in all cases using ↵s(mZ) = 0.118.
Results are shown in Fig. 71 for

p
s = 13 TeV normalized to the central value of the MMHT14 calculation.

From the comparison in Fig. 71, we find that PDF uncertainties are small, at the few–percent level, up
to MX ' 5 TeV for the quark–quark luminosities. This is due to the fact that Lqq is dominated by the
rather accurately known up and down quark valence PDFs, which are constrained by measurements of e.g.
fixed–target DIS structure functions.

For the gluon–gluon luminosity, Lgg, we find a rather large spread in the predictions between the dif-
ferent groups, with MMHT14 (ABMP16) leading to the largest (smallest) central values. For instance, at
MX ⇠ 5 TeV, which is close to the upper limit of the kinematic coverage of the LHC, the envelope of the
PDF uncertainty bands spans ⇠ 100%. Even for more moderate invariant masses the spread is quite large,
with the values of Lgg at MX ⇠ 2.5 TeV varying between ⇠ +10% and �30% in comparison to the central
MMHT14 result. It is thus clear that these uncertainties would represent one of the limiting factors for BSM

124

 Ultimate reach of LHC limited by knowledge of PDFs.!
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Sea quarks!

The Quark Sea

• Quark content of proton 
not just due to uud valence: 
virtual      pairs contribute.

• This quark ‘sea’ 
completely dominant over 
valence in many regions.
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Sea:
+ antiquarks

u, d, s, c, b
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Adding QCD

• Amount of radiation depends on scale         so do PDFs:

• Simple picture somewhat complicated by inclusion of interacting QCD: 
quarks and gluons like to radiate:

�lp ⇠ �lq(µF )⌦ q(x, µF )

• Physically            resolution at 
which we resolve proton:
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Fig. 10: An illustration how with ever shorter wavelength photon probes, one resolves more and more structure
inside the proton
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Fig. 11: An illustration of the impact of DGLAP evolution. From left to right: (a) initial condition consisting just
of quarks and anti-quarks at µ2

F ≡ Q2 = 12GeV2; (b) the result of evolution to Q2 = 150GeV2; (c) a purely
gluonic initial condition at Q2 = 12GeV2; and (d) the result of its evolution to Q2 = 150GeV2.

so as to minimize the size of the the O (αs) term of Eq. (46) which arises, roughly, from the integral
over transverse momenta from µ2

F to Q2. I.e., one usually chooses to factorize essentially all initial-state
radiation into the PDFs and so into the LO cross section.

Since, as we’ve see in Fig. 11, the presence of a gluon distribution helps drive quark evolution, we
can use the experimentally observed pattern of quark evolution to help constrain the gluon. The left-hand
plot of Fig. 12 shows data from ZEUS [31] and NMC [29] on F2(x,Q2) at some low but still perturbative
scale Q2 = Q2

0 ≡ 12GeV2. The data are compared to the expectations based on the CTEQ6D PDFs’
quark content at that scale, illustrating the good agreement. Since these are data for F2, they have no
direct sensitivity to the gluon distribution. The middle plot shows data for 150GeV2, together with the
results of DGLAP evolution from Q2

0 = 12GeV2, assuming that the gluon distribution was zero at Q2
0.

There’s a clear discrepancy. In the right-hand plot, the comparison is made with evolution whose initial
condition at Q2

0 contained a quite large gluon component (exactly that in the CTEQ6D distributions),
causing the quark distribution at small x values to increase faster with Q2 than would otherwise be the
case, bringing the evolution into agreement with the data.

3.3 Global fits
It’s interesting to ask just how much of a gluon distribution is needed in order to get the agreement shown
in Fig. 12. The answer is given in Fig. 13 and one sees that the gluon distribution is enormous, especially
at small values of x. It is fair to ask whether we can trust a result such as Fig. 13, so in this section we will
examine some of ingredients and issues that are relevant to the ‘global fits’ that inform our knowledge of
PDFs.

Figure 14 (left) illustrates the kinematical regions in the x and Q2 plane covered by the exper-
imental data sets typically used in global fits. Everything below the diagonal line corresponds to DIS
data, and the right-hand plot shows the comparison between a fit (by ZEUS) and the bulk of the DIS
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1 Introduction

Jet production in neutral current (NC) deep-inelastic scattering (DIS) at HERA is an important
process to test perturbative calculations based on the theory of strong interactions, which is
described by Quantum Chromodynamics (QCD) [1–5]. In contrast to inclusive DIS, where
QCD is probed by means of scaling violations, jet production in the Breit frame [6, 7] is a
process which always involves at least one strong vertex even at Born level and thus more
directly probes QCD.

In the Breit frame, where the virtual photon and the proton collide head on, the Born level
contribution to DIS (figure 1(a)) generates no transverse momentum. Significant transverse
momentum of the outgoing partons, PT, can however be produced at leading order (LO) in the
strong coupling αs by the photon-gluon-fusion process (figure 1(b)) and the QCD Compton
process (figure 1(c)). Photon-gluon fusion dominates jet production for the range of photon
virtualities Q2 accessible in this analysis and provides direct sensitivity to the gluon density
function of the proton [8]. One of the diagrams of the next-to-leading order contribution is
displayed in figure 1(d), which also illustrates one of the leading-order diagrams of the trijet
perturbative QCD (pQCD) calculation.
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Figure 1: Deep-inelastic ep scattering at different orders in αs: (a) Born contribution to inclusive NC
DIS (O(α2

em)), (b) photon-gluon fusion (O(α2
emαs)), (c) QCD Compton scattering (O(α2

emαs)) and (d) a
trijet process O(α2

emα
2
s).

About 25 years after next-to-leading order corrections to jet production cross sections in DIS
have been studied for the first time [9,10], complete predictions at next-to-next-to-leading order
in the strong coupling are now available for inclusive jet and dijet production in DIS [11, 12]
and in hadron-hadron collisions [13]. These new theoretical developments together with precise
measurements and greater kinematic reach of the data allow the use of DIS jet cross sections
for precise studies of QCD.

Measurements of jet production in NC DIS at HERA were performed by the H1 Collabora-
tion [8, 14–26] and the ZEUS Collaboration [27–35]. In this paper new double-differential
measurements of inclusive jet, dijet and trijet cross sections are presented, extending the kine-
matic range of an earlier analysis [26] both to lower momentum transfer, 5.5 < Q2 < 80 GeV2,
and to lower jet transverse momenta, as detailed in the following.

At low momentum transfer 5.5 < Q2 < 80 GeV2, the transverse momenta of jets in the Breit
frame, P

jet
T , are required to exceed 4 GeV. Inclusive jet cross sections are measured in the range

4.5 < P
jet
T < 50 GeV. Inclusive dijet cross sections are measured as a function of the average
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• Note this effect means we lose the interpretation in terms of a classical 
probability distribution, but still intuitive to think of PDFs in those terms.



@q(x, µ2
F )

@µF
= Pqq ⌦ q(x, µF ) + Pqg ⌦ g(x, µF )
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Fig. 3.5: The four DGLAP splitting functions of QCD

3.2.5 Initial-state gluons
As mentioned right at the start of this section, we also obtain O(αS) corrections from the process eg →
eqq̄. Most of what we said above carries over in a straightforward way. Although there is no soft
singularity or virtual term to cancel it, there is a collinear singularity. This corresponds to a two-step
process in which a gluon splits to a q–q̄ pair, one of which interacts with the photon. The singularity
again corresponds to the virtuality of the internal quark line going to zero. This singularity can again be
absorbed into a factorized universal pdf for the gluon. We end up with an additional contribution to the
structure function of

F2(x,Q
2) =

∑

q

e2q

∫ 1

x
dxp

x

xp
fg

(

x

xp
, µ2

){

αS

2π

(

Pqg(xp) log
Q2

µ2
+Rg(xp)−Kqg(xp)

)

+O(α2
S)

}

,

(3.78)
where the sum over q is over all ‘light’ flavours. We now have four different types of splitting function,
illustrated in Fig. 3.5. The DGLAP equation now becomes a set of coupled equations:
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)

Pab(xp) +O(α2
S). (3.79)

In moment space, this can be conveniently written as a matrix equation (in general of (2Nf+1)×(2Nf+1)
matrices, but for simplicity we show the case of only one flavour of quark):
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fqN
fq̄N
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⎞
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⎝
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⎠ . (3.80)

Exactly the same solution is obtained, but in matrix notation,
⎛
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fqN (µ2)
fq̄N (µ2)
fgN (µ2)
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γgqN (αS(µ′)) γgqN (αS(µ′)) γggN (αS(µ′))

⎞

⎠

⎛

⎝

fqN (µ2
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⎠ .

(3.81)
This is even more troublesome to do by the Inverse Mellin Transform, so the full set of DGLAP equations
is almost always solved numerically.

Note that at higher orders of perturbation theory, even the zero entries in (3.80) become non-zero,
as do contributions like Pqq′(x).
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⎛

⎝

fqN
fq̄N
fgN

⎞

⎠ =

⎛

⎝

γqqN (αS(µ)) 0 γqgN (αS(µ))
0 γqqN (αS(µ)) γqgN (αS(µ))

γgqN (αS(µ)) γgqN (αS(µ)) γggN (αS(µ))

⎞

⎠

⎛

⎝

fqN
fq̄N
fgN

⎞

⎠ . (3.80)

Exactly the same solution is obtained, but in matrix notation,
⎛

⎝

fqN (µ2)
fq̄N (µ2)
fgN (µ2)

⎞

⎠ = exp

∫ µ2

µ2
0

dµ′2

µ′2

⎛

⎝

γqqN (αS(µ′)) 0 γqgN (αS(µ′))
0 γqqN (αS(µ′)) γqgN (αS(µ′))

γgqN (αS(µ′)) γgqN (αS(µ′)) γggN (αS(µ′))

⎞

⎠

⎛

⎝

fqN (µ2
0)

fq̄N (µ2
0)

fgN (µ2
0)

⎞

⎠ .

(3.81)
This is even more troublesome to do by the Inverse Mellin Transform, so the full set of DGLAP equations
is almost always solved numerically.

Note that at higher orders of perturbation theory, even the zero entries in (3.80) become non-zero,
as do contributions like Pqq′(x).
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2

Z
)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q
2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available
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2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x,Q2

0
) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū+ d̄) + s+ s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in

6

• Dependence of PDFs on resolution scale predicted by QCD, via 
‘DGLAP’ equation:

• Specifics rather complicated, basic impact simple: higher             more       
at low    , less at high    , due to radiation (                                           ).

Q2 = 10GeV2
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Extracting PDFs
• Binding of quark/gluons in proton due to low-
energy QCD      cannot use perturbation theory.

9. Quantum chromodynamics 39

They are well within the uncertainty of the overall world average quoted above. Note,
however, that the average excluding the lattice result is no longer as close to the value
obtained from lattice alone as was the case in the 2013 Review, but is now smaller by
almost one standard deviation of its assigned uncertainty.

Notwithstanding the many open issues still present within each of the sub-fields
summarised in this Review, the wealth of available results provides a rather precise and
reasonably stable world average value of αs(M2

Z), as well as a clear signature and proof of
the energy dependence of αs, in full agreement with the QCD prediction of Asymptotic
Freedom. This is demonstrated in Fig. 9.3, where results of αs(Q2) obtained at discrete
energy scales Q, now also including those based just on NLO QCD, are summarized.
Thanks to the results from the Tevatron and from the LHC, the energy scales at which
αs is determined now extend up to more than 1 TeV♦.

QCD αs(Mz) = 0.1181 ± 0.0011

pp –> jets
e.w. precision fits (N3LO)  

0.1

0.2

0.3

αs (Q2)

1 10 100Q [GeV]

Heavy Quarkonia (NLO)
e+e–   jets & shapes (res. NNLO)

DIS jets (NLO)

April 2016

τ decays (N3LO)

1000

 (NLO
pp –> tt (NNLO)

)(–)

Figure 9.3: Summary of measurements of αs as a function of the energy scale Q.
The respective degree of QCD perturbation theory used in the extraction of αs is
indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to leading
order; res. NNLO: NNLO matched with resummed next-to-leading logs; N3LO:
next-to-NNLO).

♦ We note, however, that in many such studies, like those based on exclusive states of
jet multiplicities, the relevant energy scale of the measurement is not uniquely defined.
For instance, in studies of the ratio of 3- to 2-jet cross sections at the LHC, the relevant
scale was taken to be the average of the transverse momenta of the two leading jets [434],
but could alternatively have been chosen to be the transverse momentum of the 3rd jet.

June 5, 2018 19:47

Factorization ) qDIS(x,Q
2) ⌘ qDY (x,Q

2)

Initial state: Parton Distributions

6

Distribution of energy that quarks and gluons carry  inside proton quantified by Parton Distributions

x: Fraction of the proton’s momentum

Q: Energy of the quark/gluon collision
Inverse of the resolution length

PDFs determined by non-perturbative QCD dynamics 
Extract from experimental data within a global analysis

g(x,Q): Probability of finding a gluon inside 
a proton, carrying a fraction x of the proton 
momentum, when probed with energy Q

Juan Rojo                                                                                                               ICFA 2017 Seminar, Ottawa, 07/11/2017
Extract PDFs from lepton-proton collisions Use PDFs to predict proton-proton cross-sections 

• However PDFs are universal: same quark (antiquark) PDFs enter DIS 
and Drell-Yan cross sections.

! Fit PDFs to one dataset (e.g. DIS) and use to make prediction for 
another (e.g. DY).

)
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PDF Fits
• For LHC (and elsewhere) aim to constrain PDFs to high precision for all 
flavours (           …) over a wide    region. To achieve this: performs global 
PDF fits to wide range of data.

q, q, g x

• Various major global fitting collaboration (ABM, CT, MMHT, NNPDF), 
each taking different approach to this.

 20

• Also various specialised PDF sets: CJ (focus on high   ), HERAPDF (fit to 
HERA data alone), while ATLAS/CMS also performing fits to their data.

x
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2

Z
)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q
2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available
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2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x,Q2
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, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū+ d̄) + s+ s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in
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We emphasise that the above discussion only corresponds to quite general expectations (as opposed to
direct QCD predictions), which do not for example account for the scale dependence of the PDFs. Thus
while the high and low x form of Eq. (71) is usually adopted, in modern fits the values of the powers
themselves are more generally left free where there is su�cient data to constrain them.

The I f (x) in Eq. (71) is the interpolating function, which determines the behaviour of the PDFs away
from the x ! 0 and 1 limits, where it tends to a constant value. This is assumed to be a smoothly varying
function of x, for which a variety of choices have been made in the literature. The simplest ansatz, which
has been very widely used, is to take a basic polynomial form in x (or

p
x), such as

I f (x) = 1 + c f
p

x + d f x + ... . (72)

Forms of this type are for example taken by the CJ and HERAPDF groups as well as in the MSTW08
analysis. A similar approach, but where the polynomial enters as the exponent of a power of x or a simple
exponential function, are taken by ABM and earlier CT sets, respectively.

Such a choice is appropriate for a relatively small number of parameters, say only two or three in
addition to a f and b f . However, as the precision and amount of the data included in the fit increases, it
becomes essential to allow for an increasingly flexible parameterisation. As discussed in [420], simply
adding more parameters to (72) can quickly run into the issue that large coe�cients appear, with large
cancellations between the terms. This leads to an unstable �2 minimisation and implausibly large variations
in x in certain regions. This issue may be solved by instead expanding the interpolating function in terms of
a basis of suitably chosen functions with the generic form

I f (x) =
nX

i=1

↵ f ,iPi(y(x)) , (73)

where y(x) is some simple function of x. Two possible choices for the functions Pi are Chebyshev and
Bernstein polynomials, which are used in the MMHT14 and CT14 sets, respectively. These are taken
because each order of the polynomials is strongly peaked at di↵erent values of y, and hence x, significantly
reducing the degree of correlation between the terms. In addition, as the order is increased these tend to
probe smaller scale variations in x, so that the smoothness requirement for I(x) naturally leads to smaller
coe�cients ↵ at higher i. Thus, while formally equivalent to the simple polynomial expansion in Eq. (72),
these are much more convenient for fitting as the number of free parameters n is increased.

An alternative approach is taken by the NNPDF group. Here, the interpolating function is modelled
with a multi–layer feed forward neural network (also known as a perceptron), see Sect. 5.3 for more details.
In practice, this allows for a greatly increased number of free parameters, with the latest default fit having 37
per PDF, that is around an order of magnitude higher than other sets. The form of Eq. (71) is still assumed,
but these are pre–processing factors that speed up the minimisation procedure and which do not in principle
have to be explicitly included. Nonetheless, the study of [419] has shown that the NNPDF fit does exhibit
high and low x behaviour that is consistent with Eq. (71), providing further support for such an assumption
in the choice of input PDF parametrization.
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Figure 27: Comparison of the timings per data point between the original APPLgrid computation of hadronic cross-
sections, Eq. (68), with the same calculation based on the APFELgrid combination, Eq. (70), for a variety of LHC
datasets [62]. We find that the improvement in computational speed is between a factor 102 and a factor 103 depending
on the specific process.

4.1. PDF parametrization
We start by discussing di↵erent aspects related to the parameterization of the PDFs at the input scale

Q0, namely the choice of functional form, the theoretical constraints from the momentum and valence sum
rules and PDF positivity, and the various quark flavour assumptions used in PDF fits.

4.1.1. Choice of functional form
In order to extract the PDFs, a particular choice for their parameterisation in x at some input scale Q0

must be assumed, which can then be fit to the available data. As described in Sect. 2.4, given the PDFs at
some reference scale Q0, the DGLAP evolution equations can be used to determine the PDFs at any other
scale Q. Thus the PDFs are typically parameterised at a low scale Q2

0 ⇠ 1 � 2 GeV2, which can then be
evolved up to the scale relevant to e.g. LHC phenomenology. These parametrizations usually adopt the
generic form

x f (x,Q2
0) = A f xa f (1 � x)b f I f (x) . (71)

The (1 � x)b f term, with b f > 0, ensures that the PDFs vanish in the elastic x ! 1 limit, as we would
expect on basic physical grounds. Such a form is also expected from the quark counting rules [418] (see
also the discussion on [419]). There, in this elastic limit all the momentum is carried by the struck parton
and the remaining ns quark become spectators. An analysis of the scaling behaviour for elastic scattering
then predicts b f = 2ns � 1, that is b f = 3, 5 and 7 for the valence, sea and gluon PDFs, respectively.

The xa f form dominates at low x; in this region, the PDFs may be related to the high energy parton–
proton scattering amplitudes, which can be calculated using the tools of Regge theory. This scenario predicts
such a simple power–like form, with the precise value of the power a f being related to the leading Regge
trajectory that is exchanged; for non–singlet distributions (e.g. the valence quarks) this predicts a f ⇠ 0.5
and for singlet distributions (e.g. the gluon and the sea) this predicts a f ⇠ 0.
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in terms of the following set of basis functions for quark and antiquark PDFs:

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

∆S(x,Q
2
0) =

(

d̄− ū
)

(x,Q2
0) (7)

s+(x,Q2
0) = (s+ s̄) (x,Q2

0)

s−(x,Q2
0) = (s− s̄) (x,Q2

0) ,

and then the gluon PDF g(x,Q2
0). This basis was chosen because it directly relates physical ob-

servables to PDFs, by making the leading order expression of some physical observables in terms
of the basis functions particularly simple: for example, T3 is directly related to the difference in
proton and deuteron deep-inelastic structure functions F p

2 − F d
2 , and ∆S is simply expressed in

terms of Drell-Yan production in proton-proton and proton-deuteron collisions, for which there
is data for example from the E866 experiment.

With the widening of the experimental dataset in NNPDF3.0, there is little reason to favor
any particular PDF combination based on data, and thus we prefer to choose the basis that
diagonalizes the DGLAP evolution equations. We emphasize that the only purpose of such
choices is to speed up the minimization while leaving results unaffected: independence of our
results of this basis change will be checked explicitly in Sects. 4.5.3 and 5 below. The default
basis in the NNPDF3.0 fits is thus

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

T8(x,Q
2
0) =

(

u+ ū+ d+ d̄− 2s− 2s̄
)

(x,Q2
0) (8)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

V3(x,Q
2
0) =

(

u− ū− d+ d̄
)

(x,Q2
0)

V8(x,Q
2
0) =

(

u− ū+ d− d̄− 2s+ 2s̄
)

(x,Q2
0),

and of course the gluon. Here, as in previous NNPDF fits, we do not introduce an independent
parametrization for the charm and anticharm PDFs (intrinsic charm). However we do plan to
do it in the near future.

As in all previous NNPDF fits, each basis PDF at the reference scale is parametrized in terms
of a neural network (specifically a multi-layer feed-forward perceptron) times a preprocessing
factor:

fi(x,Q0) = Aif̂i(x,Q0); f̂i(x,Q0) = x−αi(1− x)βi NNi(x) (9)

where Ai is an overall normalization constant, and fi and f̂i denote the normalized and un-
normalized PDF respectively. The preprocessing term x−αi(1−x)βi is simply there to speed up
the minimization, without biasing the fit. We now discuss the overall normalizations Ai, while
the preprocessing will be addressed in Sect. 3.2.2 below.

Out of the seven normalization constants, Ai in Eq. (9), three can be constrained by the
valence sum rules (for up, down and strange quarks) and another by the momentum sum rule.
Which particular combinations depends of course of the choice of basis. With the default
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family of fits, no positivity constraints are imposed at the PDF level (except of course at the LO case), but
during the fit the strict positivity of a range of physical cross sections is imposed by means of a Lagrange
multiplier. Specifically, in the NNPDF3 sets the positivity of the following cross sections is imposed at
Q2 = 5 GeV2: Fu

2,Fd
2 , Fs

2, FL, �uū
DY, �dd̄

DY, and �ss̄
DY. Note that in general in this approach the positivity

constraint applies to all conceivable cross sections, including for instance those that involve hypothetical
new particles, and is not restricted to the actual cross sections that are accessible experimentally.

4.2. Fit quality and minimization strategies
In this section we discuss how the quality of the agreement between experimental data and theoretical

predictions can be quantified within a PDF fit, and the associated issue of the minimization strategy adopted
to find the optimal set of PDF parameters starting from a figure of merit, �2.

4.2.1. Fit quality and �2 definition
The quality of the agreement between experimental measurements and the corresponding theoretical

predictions within a global fit is usually expressed in terms of the log–likelihood function, or �2. When the
correlations between the experimental systematic errors are not available, the �2 as a function of the PDF
parameters is given by

�2({a}) =
NptX

k=1

1
�2

k

(Dk � Tk({a}))2 , (83)

where Npt is number of data points, and �k are the total experimental errors, given by adding the statistical
and systematic errors in quadrature. In this expression, Tk({a}) are theoretical predictions, expressed in
terms of the PDF parameters {a}, and Dk are the central values of the experimental measurement.

Modern experiments provide correlated sources of the various systematic uncertainties, in addition to
the statistical and uncorrelated systematics. The simplest example is the luminosity error in collider exper-
iments, which is fully correlated among all the bins from the same dataset. Typically, there are many other
sources that are introduced in the process of any given analysis. In such cases, the �2 has the following
form [117]

�2({a}, {�}) =
NptX

k=1

1
s2

k

0
BBBBBB@Dk � Tk �

N�X

↵=1

�k,↵�↵

1
CCCCCCA

2

+

N�X

↵=1

�2
↵ , (84)

for N� sources of correlated error. Here, sk represents the total uncorrelated error, which is constructed by
adding the statistical and uncorrelated systematic errors in quadrature. Each source of correlated systematic
error is described by a nuisance parameter �↵, with the error �i,↵ correlated among all data points. Thus
the induced systematic shift to the experimental measurement is

P
↵ �k,↵�↵. The second sum on the right

hand side of Eq. (84) includes the penalty terms to the �2, assuming standard Gaussian distributions for the
nuisance parameters.

In global PDF analyses we are more interested in the PDF parameters than the specific values that these
nuisance parameters take. Therefore, for any given set {a} we can first minimise the �2 with respect to the
nuisance parameters �↵ to give the profiled log–likelihood function �2({a}) ⌘ �2({a}, {�̂}). While naı̈vely
we might worry that this would be a computationally intensive exercise, the simple quadratic dependence
of the �2 on the �↵ allows the profiled nuisance parameter �̂↵ to be solved for analytically, assuming purely
Gaussian errors. Explicitly, we have

�̂↵ =

NptX

i=1

(Di � Ti)
si

N�X

�=1

A�1
↵�

�i,�

si
, (85)
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Fig. 1.1: Feynman diagrams for the process e+e− → qq̄g

e+(p+) → qa(p1) + q̄b(p2) + gA(p3). For the matrix element we obtain

iM = v̄(p+)(ie)γ
µu(p−) i

−gµν
s

ε∗λA (1.63)

ūa(p1)

{

(−igs)t
A
abγ

λ p̸1 + p̸3
(p1 + p3)2

(−ieeq)γ
ν + (−ieeq)γ

ν −p̸2 − p̸3
(p2 + p3)2

(−igs)t
A
abγ

λ

}

vb(p2).

We will evaluate the cross section from this matrix element later. Here we are interested in the colour
algebra. Using the fact that the spin sum of a massless vector particle is proportional to the colour identity
matrix,

∑

spin

ε∗µA ε
ν
B = −gµνδAB, (1.64)

we obtain
∑

|M|2 ∝
∑

a,b,A

tAab
(

tAab
)∗

=
∑

a,b,A

tAabt
A
ba =

∑

A

Tr(tAtA) = CFTr(1) = CFNc, (1.65)

where the first step uses the fact that tA are hermitian, the second is simply a trivial rewrite, switching to
matrix notation, the third uses Eq. (1.40) and the fourth uses the fact that the matrix being traced is the
identity matrix of the fundamental representation, i.e. the Nc × Nc identity matrix. Note that since the
colour factor of the lowest order process is Nc, we can associate CF with the emission of the additional
gluon. Since the emission probability of a gluon from a quark is proportional to CF , and we will later
see that that from a gluon is proportional to CA, CF and CA are sometimes referred to as the squares of
the colour charges of the quark and gluon respectively.

Performing the trace Dirac algebra on the matrix element, we finally obtain

∑

|M|2 =
16CFNce4e2qg

2
s

s p1 ·p3 p2 ·p3
(

(p1 ·p+)2 + (p2 ·p+)2 + (p1 ·p−)2 + (p2 ·p−)2
)

. (1.66)

(Note the misprint in ESW [1] — their result is a factor of 4 too large.)

1.8 The coupling constant αS and renormalization
As we mentioned above, in practical calculations, αS is usually used rather than gs. Besides the quark
masses, which we will neglect in most of this course, gs is the only parameter in the QCD Lagrangian
and therefore assumes a central role in our study of QCD. However, it is not a priori clear that parameters
in the Lagrangian are physically observable quantities — any physical observable can be calculated as a
function of them (at least in perturbation theory) and their values can be extracted from measured values
of physical observables, but they are not necessarily themselves physical. It is worthwhile therefore
to consider whether we can reformulate our theory in such a way that one physical observable can be
written as a function of another. This reformulation is known as renormalization.

8

+ …
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Global Fits: Datasets
Process Subprocess Partons x range

Fixed Target

`± {p, n}! `± + X �⇤q! q q, q̄, g x & 0.01
`± n/p! `± + X �⇤ d/u! d/u d/u x & 0.01
pp! µ+µ� + X uū, dd̄ ! �⇤ q̄ 0.015 . x . 0.35
pn/pp! µ+µ� + X (ud̄)/(uū)! �⇤ d̄/ū 0.015 . x . 0.35
⌫(⌫̄) N ! µ�(µ+) + X W⇤q! q0 q, q̄ 0.01 . x . 0.5
⌫N ! µ�µ+ + X W⇤s! c s 0.01 . x . 0.2
⌫̄N ! µ+µ� + X W⇤ s̄! c̄ s̄ 0.01 . x . 0.2

Collider DIS

e± p! e± + X �⇤q! q g, q, q̄ 0.0001 . x . 0.1
e+ p! ⌫̄ + X W+ {d, s}! {u, c} d, s x & 0.01
e±p! e± cc̄ + X �⇤c! c, �⇤g! cc̄ c, g 10�4 . x . 0.01
e±p! e± bb̄ + X �⇤b! b, �⇤g! bb̄ b, g 10�4 . x . 0.01
e±p! jet + X �⇤g! qq̄ g 0.01 . x . 0.1

Tevatron

pp̄! jet + X gg, qg, qq! 2 j g, q 0.01 . x . 0.5
pp̄! (W± ! `±⌫) + X ud ! W+, ūd̄ ! W� u, d, ū, d̄ x & 0.05
pp̄! (Z ! `+`�) + X uu, dd ! Z u, d x & 0.05
pp̄! tt̄ + X qq! tt q x & 0.1

LHC

pp! jet + X gg, qg, qq̄! 2 j g, q 0.001 . x . 0.5
pp! (W± ! `±⌫) + X ud̄ ! W+, dū! W� u, d, ū, d̄, g x & 10�3

pp! (Z ! `+`�) + X qq̄! Z q, q̄, g x & 10�3

pp! (Z ! `+`�) + X, p? gq(q̄)! Zq(q̄) g, q, q̄ x & 0.01
pp! (�⇤ ! `+`�) + X, Low mass qq̄! �⇤ q, q̄, g x & 10�4

pp! (�⇤ ! `+`�) + X, High mass qq̄! �⇤ q̄ x & 0.1
pp! W+c̄,W�c sg! W+c, s̄g! W�c̄ s, s̄ x ⇠ 0.01
pp! tt̄ + X gg! tt g x & 0.01
pp! D, B + X gg! cc̄, bb̄ g x & 10�6, 10�5

pp! J/ ,⌥ + pp �⇤(gg)! cc̄, bb̄ g x & 10�6, 10�5

pp! � + X gq(q̄)! �q(q̄) g x & 0.005

Table 1: Overview of the various hard–scattering processes which are used to constrain PDFs in a global analysis. In each case
we indicate the hadron–level process and the corresponding dominant parton–level process, as well as the partons which are
constrained by each specific process in a given range of x. This table is an extended version of Table 1 of [124]. The x ranges are
merely indicative and based on approximate leading–order kinematics.

For the NC DIS structure functions F2 and F3, as defined in (4), the quark parton model expressions are
given by

h
F�

2 , F
�Z
2 , F

Z
2

i
= x

n fX

i=1

h
e2

i , 2eigi
V , (g

i
V )2 + (gi

A)2
i

(qi + q̄i) , (32)

h
F�

3 , F
�Z
3 , F

Z
3

i
= x

n fX

i=1

h
0, 2eigi

A, 2gi
Vgi

A

i
(qi � q̄i) , (33)

while the longitudinal structure function vanishes in this model, FL = 0, and the superscripts on the LHS
indicate the gauge boson which is being interchanged, as well as the contribution from the �Z interference
term. ei is the electric charge of the quark of flavour i and the weak couplings are given by gi

V = ±
1
2 �

20

 22

Figure 5: Left plot: D meson production in CC neutrino-induced DIS. This is known as the ‘dimuon’ process, since
events are tagged when the D meson decays semi–leptonically, with the pair of oppositely–charged muons providing
a clean signature. Right plot: charm production in neutral current DIS at leading order proceeds via the photon–gluon
fusion process, highlighting its sensitivity to the gluon PDF.

This HERA legacy combination of DIS inclusive structure functions supersedes all previous inclusive
measurements from H1 and ZEUS, including the Run I combined dataset [129] as well as the separate mea-
surements by the two experiments from Run II [199–202]. The impact of replacing these individual datasets
by the final HERA combination of inclusive structure functions has been studied by di↵erent groups [203–
205], and is found to be quite moderate in general. We also note that previous measurements of the longitu-
dinal structure function FL by the H1 and ZEUS collaborations [200, 206, 207] are now superseded by the
final inclusive HERA combination.

Theoretical calculations and tools
The coe�cient functions of the DIS structure functions in the NC case are available up to O

⇣
↵3

s

⌘
in the

massless limit [208, 209], and up to O
⇣
↵2

s

⌘
taking into account heavy quark mass e↵ects [155, 156], though

there has been considerable recent progress towards the completion of theO
⇣
↵3

s

⌘
calculation of massive DIS

structure functions [210, 211], in particular of the terms that dominate in the Q2
� m2 limit. For charged

current structure functions, massless coe�cients are available up toO
⇣
↵3

s

⌘
and massive coe�cient functions

up to O
⇣
↵2

s

⌘
[157]. For heavy–quark initiated processes, massive coe�cient functions are available only up

to O (↵s) [212].
These coe�cient functions have been implemented in a number of private and public codes, which al-

low the e�cient calculation of DIS structure functions using state–of-the–art theoretical information, such
as QCDNUM [60], APFEL [58],3 and OpenQCDrad [214]. The lengthy exact expressions for the NNLO DIS
coe�cient functions are also available in the form of more compact interpolated expressions, which reduce
the computational burden of their evaluation and allows for e�cient evaluation of DIS cross sections. More-
over, DIS structure functions can be evaluated either in terms of the heavy quark pole mass or in terms of
the running MS mass, as discussed in [214]. This statement is valid both in the FFNS as well as in any
GM–VFNS, see for instance the discussion of the FONLL case in [175].

3The APFEL program is currently being rewritten into C++ [213].
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Global Fits: Kinematic Coverage

• Global fits achieve broad coverage from low to high    , and over many 
orders of magnitude in      .
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Data set LO NLO NNLO
BCDMS µp F2 [125] 162 / 153 176 / 163 173 / 163
BCDMS µd F2 [19] 140 / 142 143 / 151 143 / 151
NMC µp F2 [20] 141 / 115 132 / 123 123 / 123
NMC µd F2 [20] 134 / 115 115 / 123 108 / 123
NMC µn/µp [21] 122 / 137 131 / 148 127 / 148
E665 µp F2 [22] 59 / 53 60 / 53 65 / 53
E665 µd F2 [22] 52 / 53 52 / 53 60 / 53
SLAC ep F2 [23, 24] 21 / 18 31 / 37 31 / 37
SLAC ed F2 [23, 24] 13 / 18 30 / 38 26 / 38
NMC/BCDMS/SLAC/HERA FL [20, 125, 24, 63, 64, 65] 113 / 53 68 / 57 63 / 57
E866/NuSea pp DY [88] 229 / 184 221 / 184 227 / 184
E866/NuSea pd/pp DY [89] 29 / 15 11 / 15 11 / 15
NuTeV ⌫N F2 [29] 35 / 49 39 / 53 38 / 53
CHORUS ⌫N F2 [30] 25 / 37 26 / 42 28 / 42
NuTeV ⌫N xF3 [29] 49 / 42 37 / 42 31 / 42
CHORUS ⌫N xF3 [30] 35 / 28 22 / 28 19 / 28
CCFR ⌫N ! µµX [31] 65 / 86 71 / 86 76 / 86
NuTeV ⌫N ! µµX [31] 53 / 40 38 / 40 43 / 40
HERA e+p NC 820 GeV[61] 125 / 78 93 / 78 89 / 78
HERA e+p NC 920 GeV[61] 479 /330 402 /330 373/ 330
HERA e�p NC 920 GeV [61] 158/ 145 129/ 145 125 /145
HERA e+p CC [61] 41 / 34 34 / 34 32 / 34
HERA e�p CC [61] 29 / 34 23 / 34 21 / 34
HERA ep F charm

2 [62] 105 /52 72 / 52 82 / 52
H1 99–00 e+p incl. jets [126] 77 / 24 14 / 24 —
ZEUS incl. jets [127, 128] 140/60 45 / 60 —
DØ II pp̄ incl. jets [119] 125 / 110 116 / 110 119 / 110
CDF II pp̄ incl. jets [118] 78 / 76 63 / 76 59 / 76
CDF II W asym. [66] 55 / 13 32 / 13 30 / 13
DØ II W ! ⌫e asym. [67] 47 / 12 28 / 12 27 / 12
DØ II W ! ⌫µ asym. [68] 16 / 10 19 / 10 21 / 10
DØ II Z rap. [90] 34 / 28 16 / 28 16 / 28
CDF II Z rap. [70] 95 / 28 36 / 28 40 / 28

ATLAS W+,W�, Z [10] 94/30 38/30 39/30
CMS W asymm pT > 35 GeV [9] 10/11 7/11 9/11
CMS asymm pT > 25 GeV, 30 GeV[77] 7/24 8/24 10/24
LHCb Z ! e+e�[79] 76/9 13/9 20/9
LHCb W asymm pT > 20 GeV[78] 27/10 12/10 16/10
CMS Z ! e+e� [84] 46/35 19/35 22/35
ATLAS high-mass Drell-Yan [83] 42/13 21/13 17/13
CMS double di↵. Drell-Yan [86] — 372/132 149/132
Tevatron, ATLAS, CMS �tt̄ [91]–[97] 53/13 7/13 8/13
ATLAS jets (2.76 TeV+7 TeV)[108, 107] 162/116 106/116 —
CMS jets (7 TeV) [106] 150/133 138/133 —
All data sets 3706 / 2763 3267 / 2996 2717 / 2663

Table 5: The values of �
2
/Npts. for the data sets included in the global fit. For the NuTeV

⌫N ! µµX data, the number of degrees of freedom is quoted instead of Npts. since smearing
e↵ects mean nearby points are highly correlated. The details of corrections to data, kinematic cuts
applied and definitions of �2 are contained in the text.
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�2/dof ⇠ 1

Non-trivial 
check of QCD.

)

Fit Quality
• Fits to wide range of data from different colliders/experiments. Is a good/
reliable fit possible from this? Yes!
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2

Z
)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q
2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available

3
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Precise PDFs for the LHC
• Why do we care about PDFs at LHC?

★ Precision SM measurements.
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Figure 1: The simulated muon pµT distributions in W ! µ⌫ decays (left W+
, right W�

) with five

di↵erent MW hypotheses. The ratios are with respect to the prediction with MW = 80.3GeV/c
2
.

A similar set of weights can be assigned to map the sample to di↵erent PDFs. As in
Ref. [16] the full PDF uncertainty should consider an envelope of PDF sets from several
groups, including for example the MMHT14 [23] and CT14 [24] sets, but for the current
study we focus on the NNPDF3.1 [25] set with 1000 equiprobable replicas.

3 Fitting method

Scaling the generated event samples to the 6 fb�1 of LHCb Run 2 data yields an expectation
of 7.2 (4.8) million W+ (W�) events in the 30 < pµT < 50GeV/c and 2 < ⌘ < 4.5 region.
Toy data histograms are generated by randomly fluctuating the bins around the nominal
distribution, assuming these yields and Poisson statistics. These histograms can be
generated with di↵erent PDF sets using the reweighting procedure already described. The
current study neglects experimental systematic uncertainties, such as those due to the
knowledge of the momentum scale and the dependence of the muon identification e�ciency
on pµT and ⌘, and does not address the treatment of higher order QCD corrections in the
pWT modelling [26, 27].

The data histograms are compared to templates with di↵erent PDF andMW hypotheses.
The normalisation of each template is scaled to match the data such that the fit only
considers the shape information. For a given PDF hypothesis a single-parameter (1D) fit
determines the value of MW that minimises the �2 between a toy and the templates. The
68% C.L. statistical uncertainty corresponds to a variation of ��2 = 1 with respect to
the parabola minimum.

Fig. 2 shows, separately for the two W charges, how the results of a fit to a single toy
dataset vary with the PDF replica used in the templates. Forty bins in pµT (with bin width
of 0.5GeV/c) are used in the template fit. The fitted MW values follow approximately
Gaussian distributions with widths of 15 (20)MeV/c2 for the W+ (W�). The broadly
parabolic distributions of the best-fit �2 (�2

min) versus MW indicate that the PDF replicas
that most severely bias MW tend to give a measurably poorer fit quality. Before evaluating
how this information could be used to constrain the PDF uncertainty let us first try to
understand in more detail the underlying mechanism behind the PDF uncertainty.

3
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and other LHC measurements…

7

Why better PDFs?

High-mass BSM cross-sections

Dominant TH unc for MW measurements at LHC

Higgs coupling measurements
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ATLAS MW, arXiv:1701.07240
CMS sin2"W, arXiv:1806.00863

BLUE: vary sin2"eff for fixed pdf
ORANGE: NNPDF3.0 pdf uncertainty for fixed sin2"eff

… such as precision MW, sin2"W (where small discrepancies may indicate BSM physics) 
and Higgs, are also limited by pdf uncertainties at medium x, where we know 
pdfs best!

AFB: forward-backward asymmetry

• W mass: fit to lepton (                 ) kinematics. 

• Weak mixing angle       : lepton 
decay distribution (                 )  
w.r.t. initial quark.

CMS collab., EPJC78 (2018) no.9, 701

• Both approaching level of indirect EW determination, but strongly sensitive 
to PDF uncertainties via underlying                      process.qq ! W,Z
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ATLAS Higgs Physics Prospects at the High Luminosity LHC Paul Glaysher

estimates. The expected precision at which the SM nature of the couplings can be probed with
3000 fb�1 is in the 2 - 15 % range depending on the decay channel.

Figure 1: Relative signal strength errors Dµ/µ in units of SM expectation, taken from Ref. [11],
for 300 and 3000 fb�1. The hashed areas indicate current theory uncertainty.

3. Higgs Self-Coupling

An exciting goal of the HL-LHC is observing di-Higgs boson production, which is sensitive
to the Higgs self-coupling. Measuring the self-coupling, l , will provide the strongest test of as-
sessing the SM nature of the Higgs boson. The expected NNLO cross section is 41 fb for

p
s = 14

TeV [12]. For this challenging measurement, the most promising signatures come from the final
states HH ! bb̄gg with only 320 expected events for 3000 fb�1 but an experimentally clean sig-
nature and HH ! WWgg with 30,000 expected events but subject to large backgrounds. Further,
the bb̄bb̄ and bb̄t+t� final states are also of interest [13]. Results for HH! bb̄gg are shown in
Figure 2a. A strong seperation of signal and background is achieved through angular and mass
cuts. In the case of the HH! bb̄gg channel alone, 8.4 signal and 47 background events are se-
lected, assuming a SM coupling lSM. As shown in Figure 2b, just HH! bb̄gg will not be sensitive
at the 5 s discovery level to lSM, but will be able to rule out large deviations from the SM, namely
�1.3 < l/lSM < 8.7. A combination of all available channels from both ATLAS and CMS exper-
iments is likely to be sensitive at the 5 s discovery level to SM Higgs self-coupling by the end of
the HL-LHC run.

3

★ Higgs couplings      need to 
model SM production precisely.
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PDF uncertainty 
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theory accuracy

M. Cepeda et al. [HL/HE WG2 group], arXiv:1902.00134

Higgs

ggF at future colliders
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!

★ High mass searches for new 
resonances/contact interaractions - PDFs 
in high    region. Currently constraints 
poor.
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Figure 71: Comparison of PDF luminosities in the large invariant mass MX region between MMHT14, ABMP16, CT14
and NNPDF3.1. From left to right and from top to bottom we show the results of the gluon–gluon, gluon–quark,
quark–anti–quark and quark–quark luminosities, normalized to the central value of MMHT14. In this comparison,
NNLO PDFs with ↵s(mZ) = 0.118 sets are used.

and gluons. As discussed in Sect. 6, PDF uncertainties are large in this region due to the limited amount of
experimental constraints.

In order to quantify the size of the PDF uncertainties in the large invariant mass region, as well as the
relative agreement between the PDF groups, it is useful to compare the PDF luminosities for MX � 1 TeV.
We will restrict ourselves to ABMP16, CT14, MMHT14 and NNPDF3.1, in all cases using ↵s(mZ) = 0.118.
Results are shown in Fig. 71 for

p
s = 13 TeV normalized to the central value of the MMHT14 calculation.

From the comparison in Fig. 71, we find that PDF uncertainties are small, at the few–percent level, up
to MX ' 5 TeV for the quark–quark luminosities. This is due to the fact that Lqq is dominated by the
rather accurately known up and down quark valence PDFs, which are constrained by measurements of e.g.
fixed–target DIS structure functions.

For the gluon–gluon luminosity, Lgg, we find a rather large spread in the predictions between the dif-
ferent groups, with MMHT14 (ABMP16) leading to the largest (smallest) central values. For instance, at
MX ⇠ 5 TeV, which is close to the upper limit of the kinematic coverage of the LHC, the envelope of the
PDF uncertainty bands spans ⇠ 100%. Even for more moderate invariant masses the spread is quite large,
with the values of Lgg at MX ⇠ 2.5 TeV varying between ⇠ +10% and �30% in comparison to the central
MMHT14 result. It is thus clear that these uncertainties would represent one of the limiting factors for BSM

124

 Ultimate reach of LHC limited by knowledge of PDFs.!
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• Current fits very much aiming for (and in some cases achieving) high 
precision ( ~ 1% level) PDF determination in some regions. Key ingredients:

Fits Today

NNLO QCD calculations ‘standard’
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• Current fits very much aiming for high precision ( ~ 1% level) PDF 
determination. Key ingredients:

Fits Today

NNLO QCD calculations ‘standard’

High precision Electroweak

• New high precision 7 TeV ATLAS W, Z analysis.
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Combination of Measurements
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I a �2 fit is performed to combine the measurements in e and µ
final states (assuming lepton universality)

I small extrapolation to a common e and µ fiducial region for
W ! `⌫, Z ! `` (central) and Z ! ee (fwd) individually
(only for the purpose of plotting, Z ! `` was extrapolated to “full ⌘”)

I excellent agreement found between e and µ final states within
the uncorrelated part of the systematic uncertainty
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• Big impact on PDFs 
expected. In particular 
with larger strangeness 
preferred.

Philip Sommer

17

Extremely precise LHC data

• LHC data now playing a key role in all fits.
 28
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• Example from recent CT18 fit. Lagrange multiplier scans determining 
constraints on gluon at different     values:

 29

New CTEQ Global Analysis: CT18(Z) PDFs C.-P. Yuan

in CT10 to be consistent with the exact SU(3) symmetry of PDF flavors, (s+ s̄)/
�
ū+ d̄

�
! 1 at

x ! 0, albeit with a large uncertainty. The SU(3)-symmetric asymptotic solution at x ! 0 was
not enforced in CT14, nor CT14HERA2, so that this ratio at Q = 2 GeV is about 0.6 at x = 10�6.
In CT18, we have taken a different s-PDF non-perturbative parametrization form and assumed the
exact SU(3) symmetry of PDF flavors so that this ratio asymptotically approaches to 1 as x ! 0.
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Figure 4: The Lagrange Multiplier scan of gluon PDF at Q = 125 GeV and x = 0.01 and 0.3, respectively,
for the CT18 NNLO fits.

Figure 5: The Lagrange Multiplier scan of Rs at Q = 1.5 GeV and x = 0.023 for CT18, and CT18Z fits.

One technique that we use to study the parton PDFs is to compute Lagrange Multiplier scans
with respect to some feature of f (x,Q). Two examples are shown here. First example is to study
the constraints on gluon-PDF at Q = 125 GeV and x = 0.01 and 0.3, from various experimental
data, cf. Fig. 4. The second example is for the constraints on the Rs ⌘ (s+ s̄)/(ū+ d̄) ratio at
Q = 1.5 GeV, x = 0.023 and x = 0.1, cf. Fig. 5.

Finally, we compare various PDF luminosities at the 13 TeV LHC, as shown in Fig. 6.
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• Plenty of LHC data 
driving fits!

T-J Hou et al., arXiv:1908.11238
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PDF Errors Today
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• Consider e.g. gluon PDF.

• Clear reduction in individual 
errors in fits from 2019 vs. 2015.

• Driven by new LHC data.

x
<latexit sha1_base64="2K98Hwj/KXQPFjTTBQLeykLKFe8=">AAAB6HicbVDLSsNAFL2pr1pfVZduBovgqiRWfICLghuXLdgHtKFMppN27GQSZiZiCf0CNy4UcesnufNvnKRB1HrgwuGce7n3Hi/iTGnb/rQKS8srq2vF9dLG5tb2Tnl3r63CWBLaIiEPZdfDinImaEszzWk3khQHHqcdb3Kd+p17KhULxa2eRtQN8EgwnxGsjdR8GJQrdtXOgBaJk5MK5GgMyh/9YUjigApNOFaq59iRdhMsNSOczkr9WNEIkwke0Z6hAgdUuUl26AwdGWWI/FCaEhpl6s+JBAdKTQPPdAZYj9VfLxX/83qx9i/chIko1lSQ+SI/5kiHKP0aDZmkRPOpIZhIZm5FZIwlJtpkU8pCuExx9v3yImmfVJ1atdY8rdSv8jiKcACHcAwOnEMdbqABLSBA4RGe4cW6s56sV+tt3lqw8pl9+AXr/Qv9M40t</latexit>

CT18ZNNLO
<latexit sha1_base64="RR1Ir/nkAFE0dPje/ntxNWqKHUQ=">AAAB8HicbVDLSgMxFM3UV62vqks3wSK4KjNVtG6k0I0LqRX60nYomTRtQ5PMkGSEMvQr3LhQxK2f486/MTMdRK0HLhzOuZd77/ECRpW27U8rs7S8srqWXc9tbG5t7+R391rKDyUmTewzX3Y8pAijgjQ11Yx0AkkQ9xhpe5Nq7LcfiFTUFw09DYjL0UjQIcVIG+mu2nDK97Xa9U0/X7CLdgK4SJyUFECKej//0Rv4OOREaMyQUl3HDrQbIakpZmSW64WKBAhP0Ih0DRWIE+VGycEzeGSUARz60pTQMFF/TkSIKzXlnunkSI/VXy8W//O6oR6W3YiKINRE4PmiYcig9mH8PRxQSbBmU0MQltTcCvEYSYS1ySiXhHAR4+z75UXSKhWdk+LpbalQuUzjyIIDcAiOgQPOQQVcgTpoAgw4eATP4MWS1pP1ar3NWzNWOrMPfsF6/wJc4o+X</latexit>

2015

2019
% level 
uncertainty

 30
x

<latexit sha1_base64="2K98Hwj/KXQPFjTTBQLeykLKFe8=">AAAB6HicbVDLSsNAFL2pr1pfVZduBovgqiRWfICLghuXLdgHtKFMppN27GQSZiZiCf0CNy4UcesnufNvnKRB1HrgwuGce7n3Hi/iTGnb/rQKS8srq2vF9dLG5tb2Tnl3r63CWBLaIiEPZdfDinImaEszzWk3khQHHqcdb3Kd+p17KhULxa2eRtQN8EgwnxGsjdR8GJQrdtXOgBaJk5MK5GgMyh/9YUjigApNOFaq59iRdhMsNSOczkr9WNEIkwke0Z6hAgdUuUl26AwdGWWI/FCaEhpl6s+JBAdKTQPPdAZYj9VfLxX/83qx9i/chIko1lSQ+SI/5kiHKP0aDZmkRPOpIZhIZm5FZIwlJtpkU8pCuExx9v3yImmfVJ1atdY8rdSv8jiKcACHcAwOnEMdbqABLSBA4RGe4cW6s56sV+tt3lqw8pl9+AXr/Qv9M40t</latexit>



Opportunities

 31



Example 1 - The Gluon

  

High-mass di-jets and di-leptons at the LHC

● High-mass final states are primarily a probe of new particles

• Gluon at high    is both important for 
BSM searches and quite poorly 
constrained from DIS.

• LHC data such plays crucial role in 
constraining this.

• Generically achieved by looking for gluon-initiated processes at high 
system transverse momentum/invariant mass/rapidity.
• Three textbook candidates at LHC:

•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction
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Example 1 - The Gluon

M. Ubiali, Higgs Coupling 2019

• Impact of most recent LHC data (red     blue) significant, with percent level 
uncertainties across wide range of     .x
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•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction
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Example 1 - The Gluon

M. Ubiali, Higgs Coupling 2019

• Impact of most recent LHC data (red      green) significant, with percent 
level uncertainties across wide range of     .x
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• Vector boson (          ) production proceeds via 
range of channels.

PDF sensitivity
The lowest–order contributions to W and Z/�⇤ production proceed via the following partonic subpro-

cesses:

ud, cs (us, cd)! W+ , (38)
du, sc (su, dc)! W� , (39)

qq! Z/�⇤ , (40)

where we show the Cabibbo suppressed contributions in brackets and where q corresponds to all active quark
flavours. These processes can therefore tell us about the flavour decomposition of the proton, given that
each flavour subprocess carries a di↵erent weight in the total cross section. To examine the dominant PDF
sensitivity we can approximate the CKM matrix as diagonal, and thus ignore the bracketed contributions.
In this case it is informative to consider the ratio of W+ to W� production, di↵erential in the rapidity yW of
the produced boson [107],

R± =
d�(W+)/dyW

d�(W�)/dyW
=

u(x1)d(x2) + c(x1)s(x2) + 1$ 2
d(x1)u(x2) + s(x1)c(x2) + 1$ 2

. (41)

and the corresponding W asymmetry

AW =
d�(W+)/dyW � d�(W�)/dyW

d�(W+)/dyW + d�(W�)/dyW
=

u(x1)d(x2) + c(x1)s(x2) � d(x1)u(x2) � s(x1)c(x2) + 1$ 2
u(x1)d(x2) + c(x1)s(x2) + d(x1)u(x2) + s(x1)c(x2) + 1$ 2

. (42)

We will for simplicity consider the W rapidity, rather than the experimentally observable rapidity of the
charged lepton from the W decay, in what follows. These variables are clearly correlated; we will comment
further on this at the end.

Thus these ratios are in general sensitive to a fairly non–trivial combination of quark and anti–quark
PDFs evaluated at the following values of x:

x1 =
MW
p

s
e+yW , x2 =

MW
p

s
e�yW . (43)

While these expressions completely define the PDF sensitivity of these observables at LO, it is informative to
consider various kinematic limits, where these expressions simplify and more straightforward approximate
dependences become apparent. Including only the (dominant) u and d contributions, we can in particular
consider the cases of central and forward W production

Central : yW ⇠ 0 x1 ⇠ x2 = x0, u(x1,2) ⇠ d(x1,2) , (44)

Forward : yW & 2, x1 � x2, q(x1) ⇠ qV (x1), u(x2) ⇠ d(x2) , (45)

where x0 = MW/
p

s and q = u, d. At the LHC we have x0 = 0.005 � 0.01, while in the forward region
x2 ⌧ 1, and therefore the d ⇠ u approximation is a very good one. For the case of negative W rapidity we
can of course simply interchange x1 $ x2.

In the central region, applying the simplification of Eq. (44) and dropping the c, s contributions we find

R± ⇠
u(x0)
d(x0)

, (46)

AW ⇠
uV (x0) � dV (x0)

u(x0) + d(x0)
. (47)
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Example 2 - Proton Strangeness

High precision Electroweak

• New high precision 7 TeV ATLAS W, Z analysis.
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I quantitative assessment of agreement of PDFs with data by profiling PDFs in the fit

I best match: CT14 with �2/n.d.f. = 103/61
worst match: NNPDF3.0 with �2/n.d.f. = 147/61

I profiling the PDFs by introducing data provides
constraints on the central values and the uncertainties

I most notable is the shift of the strange sea fraction to
higher values

I leading to a reduction of the light sea quark density sR
0 0.2 0.4 0.6 0.8 1 1.2 1.4

ABM12
NNPDF3.0
MMHT14
CT14
ATLAS-epWZ12

ATLAS-epWZ16
exp uncertainty
exp+mod+par uncertainty
exp+mod+par+thy uncertainty

ATLAS, x=0.0232 = 1.9 GeV2Q

12 / 15

PDF Profiling

 x  
-310 -210 -110

)2
)(x

,Q
d+u

)/(s
 (s

+

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2  
2 = 1.9 GeV2Q

MMHT14
CT14

ATLAS

 x  
-310 -210 -110

)2
)(x

,Q
d+u

)/(s
 (s

+

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2  
2 = 1.9 GeV2Q

MMHT14 profiled
CT14 profiled

ATLAS

I quantitative assessment of agreement of PDFs with data by profiling PDFs in the fit

I best match: CT14 with �2/n.d.f. = 103/61
worst match: NNPDF3.0 with �2/n.d.f. = 147/61

I profiling the PDFs by introducing data provides
constraints on the central values and the uncertainties

I most notable is the shift of the strange sea fraction to
higher values

I leading to a reduction of the light sea quark density sR
0 0.2 0.4 0.6 0.8 1 1.2 1.4

ABM12
NNPDF3.0
MMHT14
CT14
ATLAS-epWZ12

ATLAS-epWZ16
exp uncertainty
exp+mod+par uncertainty
exp+mod+par+thy uncertainty

ATLAS, x=0.0232 = 1.9 GeV2Q

12 / 15

Combination of Measurements
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*

I a �2 fit is performed to combine the measurements in e and µ
final states (assuming lepton universality)

I small extrapolation to a common e and µ fiducial region for
W ! `⌫, Z ! `` (central) and Z ! ee (fwd) individually
(only for the purpose of plotting, Z ! `` was extrapolated to “full ⌘”)

I excellent agreement found between e and µ final states within
the uncorrelated part of the systematic uncertainty
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• Big impact on PDFs 
expected. In particular 
with larger strangeness 
preferred.

Philip Sommer

17

• Least constrained involves initial state         (no valence   )        sensitive to 
proton strangeness.

• Only in principle: small contribution, requires precise data to pin down.

s !

• Now available - highest ever 
precision measurement of       
production by ATLAS.

• Data uncertainties at the sub-% 
level. Statistical errors negligible      
completely dominated by 
systematics.

W,Z
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s + s̄ illustration without full NNLO, i.e. as in MMHT2014.

s + s̄ illustration with full NNLO and updated VFNS.

Torino – April 2019 8

Example 2 - Proton Strangeness
• Impact of ATLAS data significant. Most 

notably: prefers larger strangeness than global 
fits, where previous constraints from neutrino-
induced DIS (              ).⌫s ! lc

• However global fits can safely accommodate both (rather distinct) 
datasets. Key ingredient: new NNLO calculation of DIS process.

J. Gao, JHEP 
1802 (2018) 026
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Figure 4: Diagrams for dimuon production in ⌫µN scattering. Only diagram (a) was considered in
[1], but here we include (b), although it gives a very small contribution.

quark is produced away from the interaction point of the quark with the W boson, i.e. the

contributions where g ! cc̄ then (c̄)c +W
±
! (s̄)s, as sketched in Fig. 4(b). Previously we

had included only Fig. 4(a) and had (incorrectly) assumed that the absence of Fig. 4(b) was

accounted for by the acceptance corrections. We now include this type of contribution, but it

is usually of the order 5% or less of the total dimuon cross section. The correction to each of

the structure functions, F2, FL and F3, is proportionally larger than this, but if we look at the

total dimuon cross section then it is proportional to s+ (1� y)2c̄ (or s̄+ (1� y)2c), where y is

the inelasticity y = Q
2
/(xs) and c(c̄) is the charm distribution coming from the gluon splitting.

However, c(c̄) only becomes significant compared to s(s̄) at higher Q2 and low x, exactly where

y is large and the charm contribution in the total cross section is suppressed. As such, this

correction has a very small e↵ect on the strange quark distributions that are obtained, being

of the same order as the change in nuclear corrections and much smaller than the changes due

to the di↵erent treatment of the branching ratio Bµ.

2.7 Fit to NMC structure function data

In the MSTW2008 fit we used the NMC structure function data with the F2(x,Q2) values cor-

rected for R = FL/(F2�FL) measured by the experiment, as originally recommended. However,

it was pointed out in [46] that RNMC, the value of R extracted from data by the NMC collab-

oration [20], was used more widely than was really applicable. For example without changing

the value over a range of Q2, and that it was also often rather di↵erent from the prediction for

R obtained using the PDFs and perturbative QCD. In Section 5 of [47] we agreed with this, and

showed the e↵ect of using instead R1990, a Q
2-dependent empirical parameterisation of SLAC

data dating from 1990 [24] which agrees fairly well with the QCD predictions in the range

where data are used. It was shown that the e↵ect of this change on our extracted PDFs and

value of ↵S(M2

Z
) was very small (in contradiction to the claims in [46] but broadly in agreement

with [48]), since the change in F2(x,Q2) was only at most about the size of the uncertainty of

16

 35
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Summary: LHC Data For PDF Fits

Electroweak Boson Production

Single, double, triple differential

Low/High Mass, Central/Forward

+ jets, W/Z       distribution

+ charm/bottom

Jets and Photons

Isolated 
Photon

Inclusive Jet

Dijets (double, triple differential)

Top QuarkPair production: total, single, 
double differential

Single top

p?
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• Wide range of LHC data available and included in/to be included in PDF 
fits. No time to cover everything, but in summary…
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HL-LHC & LIU 
Projects firmly established and key parts of CERN’s mid-term planning 
with recent successful cost and schedule review 

14-4-2015 Ray Veness / CERN 

We are hereHiggs

LHC: The Future

• At very early stage in LHC: so far only a few percent of the final projected 
data sample to be collected during High Luminosity (HL)-LHC running.

 37

• In addition exciting upgrade possibility of Large Hadron Electron Collider 
(LHeC): colliding lepton beam with LHC protons. Providing unprecedented 
high precision DIS data on proton structure.
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HL-LHC 
(LHeC?)



Ultimate PDFs - Motivation
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?

• Collaborative effort to produce ‘Ultimate’ PDF set.

• Both HL-LHC and LHeC (if approved) will provide a vast range of data 
with a direct impact on the PDFs.

•  Question: what exactly can we expect that impact to be?
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R. Abdul Khalek, S. Bailey, J. Gao, LHL, J. 
Rojo. Eur.Phys.J. C78 (2018) no.11, 962 & 
SciPost Phys. 7, 051 (2019)



Basic Idea

Produce theory predictions for relevant processes, in kinematic 
region probed by HL-LHC and LHeC

Produce pseudodata - binned predictions, provided with 
corresponding statistical + systematic errors

Perform PDF fit to this pseudodata

 39

Evaluate impact on PDF uncertainties
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Top quark pair production

Jet production

W−
s,d

c

W + c production

Z/γ∗
Z pT

l−

l+

Z/γ∗

Drell–Yan production

γ
Direct photon production

Figure 2.1. Representative Feynman diagrams at the Born level of the six types of collider processes
for which HL–LHC pseudo–data has been generated in this analysis: the production of top quark pairs,
W bosons in association with charm quarks, and the neutral and charged current Drell–Yan processes;
the production of inclusive jets, Z bosons at finite transverse momentum, and direct photons.

the constraints on the PDFs of individual processes using the Hessian profiling method. The full
set of HL–LHC pseudo–data is combined in Sect. 4 to construct the ultimate HL–LHC parton
distributions, which is then used to assess their phenomenological implications for di↵erent
processes both in the SM and beyond it. Finally, in Sect. 5 we summarise our results and
indicate how they are made publicly available.

2 Pseudo–data generation

In this section we present the PDF–sensitive processes for which HL–LHC pseudo–data have been
generated, provide details about the binning and kinematic cuts, and also describe the baseline
Run I and II measurements that are used to model the experimental systematic uncertainties
expected in the HL–LHC era.

2.1 PDF–sensitive processes

We start by describing the PDF–sensitive processes that will be considered in this study to
generate HL–LHC pseudo–data. Our analysis is based on six di↵erent types of processes: the
production of top quark pairs, jets, direct photons, and W bosons in association with charm
quarks, the transverse momentum of Z bosons, and the neutral and charged current Drell–Yan
processes. In Fig. 2.1 we show representative Feynman diagrams at the Born level for all of
these processes, in order to illustrate their sensitivity to the di↵erent partonic initial states. For
instance, we see that jets, photon, and top quark pair production are directly dependent on
the gluon content of the proton, while W+charm is sensitive to strangeness, and the Drell–Yan
process to the quark–antiquark luminosity.

This choice of input processes is driven by the fact that some types of hard–scattering
reactions should benefit more directly from the increased statistics o↵ered by the HL–LHC than
others. Indeed, some of the existing LHC measurements, such as inclusive W,Z production in
the central region [38, 39], are already limited by systematic uncertainties, and therefore are
unlikely to improve significantly at higher luminosities. On the other hand, our selection of
processes will greatly benefit from the huge HL–LHC dataset either because they are relatively
rare, such as W+charm, or because their kinematic coverage can be extended to regions of
large invariant masses and transverse momentum or forward rapidities where event rates exhibit
a steep fall–o↵. While these pseudo–data sets do include some regions which are currently
systematics dominated, i.e. towards central rapidity and lower mass/transverse momentum, as

4
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Figure 2.1: The kinematic coverage in the (x,Q2) plane of the LHeC pseudo–data [26] included in
the present analysis: the inclusive NC and CC structure functions both for high energy (HE) and
low energy (LE) datasets, the NC charm and bottom semi-inclusive structure functions F cc̄

2 and F
bb̄
2 ,

and the CC charm structure functions F
c
2 providing direct information on the strange content of the

proton.

uncertainty of 0.5% is taken, while a fully correlated luminosity uncertainty of 1% is assumed.
In the case of the semi-inclusive heavy-quark structure functions, there are two sources of
systematics considered correlated across bins for both NC and CC production respectively.

We note that the statistical errors are generally an order of magnitude or more smaller
than the systematic uncertainties, apart from close to kinematic boundaries, and hence as
discussed above we would not expect our results to change significantly if somewhat smaller
datasets are assumed. Indeed, we have explicitly verified the validity of this assumption by
using instead an integrated luminosity of 0.3 ab�1 for the case of high energy neutral-current
electron scattering.

According to the above considerations, we then produce the pseudo–data values as usual
by shifting the corresponding theory predictions by the appropriate experimental errors. In
particular, the pseudo–data point i is generated according to

�
exp
i = �

th
i

 
1 + �

exp
unc,i · ri +

X

k

�exp
ik sk,i

!
, (2.1)

where si, rk are univariate Gaussian random numbers, �exp
ik is the k-th correlated systematic

error and �
exp
unc,i is the total uncorrelated error for datapoint i. The �

th
i are the corresponding

6

HL-LHC LHeC

• HL-LHC processes: emphasis on high    region + measurements not 
already limited by systematic uncertainties.

• LHeC: range of DIS processes, according to official projections.

• Improvement in statistical uncertainties: straightforward extrapolation.

• Improvement in systematics: for HL-LHC take conservative/aggressive 
scenarios (little dependence in the end). For LHeC take official projections.

• Generate pseudo-data for these using PDF4LHC set: demonstrate 
expected improvement w.r.t. ~ current state of the art fits.

x

R. Abdul Khalek, S. Bailey, J. Gao, LHL, J. Rojo. Eur.Phys.J. C78 (2018) no.11, 962
R. Abdul Khalek, S. Bailey, J. Gao, LHL, J. Rojo. SciPost Phys. 7, 051 (2019)



• Sub percent level uncertainty in e.g. gluon in some    regions. Impressive 
constraints out to rather high    in general. 

• LHeC placing very clean constraints across    range.

x
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Figure 4.4: Same as Fig. 4.1, now comparing the impact of the LHeC pseudo–data with that of the
HL–LHC projections and to their combination.

would provide a particularly precious asset to disentangle possible beyond the Standard Model
(BSM) e↵ects.

In summary, the LHeC and HL–LHC datasets both place significant constraints on the
PDFs, with some di↵erences depending on the kinematic region or the specific flavour com-
bination being considered. Most importantly, we find that these are rather complementary:
while the LHeC places the most significant constraint at low to intermediate x in general
(though in the latter case the HL–LHC impact is often comparable in size), at high x the HL–
LHC places the dominant constraint on the gluon and strangeness, while the LHeC dominates
for the up and down quarks. Moreover, when both the LHeC and HL–LHC pseudo–data are
simultaneously included in the fit, all PDF flavours can be constrained across a wide range
of x, providing a strong motivation to exploit the input for PDF fits from both experiments,
and therefore for realising the LHeC itself.

Finally, a few important caveats concerning this exercise should be mentioned. First, the
processes included for both the LHeC and HL–LHC, while broad in scope, are by no means
exhaustive. Most importantly, as mentioned in Sect. 2, for the LHeC no jet production data
are included, which would certainly improve the constraint on the high-x gluon. In addition,
the inclusion of charm production in e

+
p CC scattering would further constrain the strange

quark. In the case of the HL–LHC, only those processes which provide an impact at high-x
were included, and hence the lack of constraint at low-x that is observed occurs essentially
by construction. In particular, there are a number of processes that will become available
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Yellow Report Studies

13

• W mass measurement
• Up to a factor of 2 

improvement

• Dijet theory
• Significant error reduction over a 

broad range of ௝௝

• PDFs used in corresponding HL-LHC + HE-LHC 
yellow report document.

• Clear reduction in PDF uncertainty for e.g. W 
mass and dijet measurements.

HL-LHC

ATLAS + CMS: ିଵ

LHCb: ିଵ

3

• A new phase of the LHC starting in 2025
• Increased luminosity results in improved 

statistics
• Question: What will PDFs look like after 

this phase?

arXiv: 1902.04070CERN Yellow Rep. Monogr. 7 (2019) 1-220
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Challenges
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•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction

g

q jet

Zg

g

t

tb

g

g

Jet

q

IMPACT OF THE LHC DATA - GLUON PDF

7

INCLUSIVE JETS TOP PAIR Z PT

NNPDF collaboration, arXiv:1706.00428

Example 1 - The Gluon

M. Ubiali, Higgs Coupling 2019

• Impact of most recent LHC data (red     blue) significant, with percent level 
uncertainties across wide range of     .x
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M. Ubiali, Higgs Coupling 2019

Confronting Precise Data

• Good news: LHC has already had significant impact on PDFs and HL-
LHC has potential to improve on this even further.

• However in a number of cases we are seeing difficulty in confronting 
such high precision data in PDF fits.

• Occurs in three ‘textbook’ LHC processes for PDF determination:

 44

• Will consider one case (ATLAS 8 TeV     production) in detail, but one 
of many datasets where significant issues seen: CMS top (single/double 
differential), ATLAS/CMS          , ATLAS isolated photon….Z p?
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What Drives Fit Quality?
• The       can in presence of correlated errors can be written as:

family of fits, no positivity constraints are imposed at the PDF level (except of course at the LO case), but
during the fit the strict positivity of a range of physical cross sections is imposed by means of a Lagrange
multiplier. Specifically, in the NNPDF3 sets the positivity of the following cross sections is imposed at
Q2 = 5 GeV2: Fu

2,Fd
2 , Fs

2, FL, �uū
DY, �dd̄

DY, and �ss̄
DY. Note that in general in this approach the positivity

constraint applies to all conceivable cross sections, including for instance those that involve hypothetical
new particles, and is not restricted to the actual cross sections that are accessible experimentally.

4.2. Fit quality and minimization strategies
In this section we discuss how the quality of the agreement between experimental data and theoretical

predictions can be quantified within a PDF fit, and the associated issue of the minimization strategy adopted
to find the optimal set of PDF parameters starting from a figure of merit, �2.

4.2.1. Fit quality and �2 definition
The quality of the agreement between experimental measurements and the corresponding theoretical

predictions within a global fit is usually expressed in terms of the log–likelihood function, or �2. When the
correlations between the experimental systematic errors are not available, the �2 as a function of the PDF
parameters is given by

�2({a}) =
NptX

k=1

1
�2

k

(Dk � Tk({a}))2 , (83)

where Npt is number of data points, and �k are the total experimental errors, given by adding the statistical
and systematic errors in quadrature. In this expression, Tk({a}) are theoretical predictions, expressed in
terms of the PDF parameters {a}, and Dk are the central values of the experimental measurement.

Modern experiments provide correlated sources of the various systematic uncertainties, in addition to
the statistical and uncorrelated systematics. The simplest example is the luminosity error in collider exper-
iments, which is fully correlated among all the bins from the same dataset. Typically, there are many other
sources that are introduced in the process of any given analysis. In such cases, the �2 has the following
form [117]

�2({a}, {�}) =
NptX

k=1

1
s2

k

0
BBBBBB@Dk � Tk �

N�X

↵=1

�k,↵�↵

1
CCCCCCA

2

+

N�X

↵=1

�2
↵ , (84)

for N� sources of correlated error. Here, sk represents the total uncorrelated error, which is constructed by
adding the statistical and uncorrelated systematic errors in quadrature. Each source of correlated systematic
error is described by a nuisance parameter �↵, with the error �i,↵ correlated among all data points. Thus
the induced systematic shift to the experimental measurement is

P
↵ �k,↵�↵. The second sum on the right

hand side of Eq. (84) includes the penalty terms to the �2, assuming standard Gaussian distributions for the
nuisance parameters.

In global PDF analyses we are more interested in the PDF parameters than the specific values that these
nuisance parameters take. Therefore, for any given set {a} we can first minimise the �2 with respect to the
nuisance parameters �↵ to give the profiled log–likelihood function �2({a}) ⌘ �2({a}, {�̂}). While naı̈vely
we might worry that this would be a computationally intensive exercise, the simple quadratic dependence
of the �2 on the �↵ allows the profiled nuisance parameter �̂↵ to be solved for analytically, assuming purely
Gaussian errors. Explicitly, we have

�̂↵ =

NptX

i=1

(Di � Ti)
si

N�X

�=1

A�1
↵�

�i,�

si
, (85)

62

Uncorrelated errors Correlated errors Penalty for shifts

• The set of        nuisance parameters       take values so as to minimise     , 
effectively shifting data points       .

�2
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• At LHC we are increasingly in the               regime. Dominance of:

★ Experimental systematic errors,         .
★ Theoretical uncertainties (in particular missing higher orders).

• In both cases strong sensitivity not just to the size of the errors but to 
their correlation. Complicates interpretation of fit quality greatly.
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Figure 12: Full phase-space normalized di↵erential cross-sections as a function of the (a) invariant mass (mtt̄),
(b) transverse momentum (ptt̄

T) and (c) absolute value of the rapidity (
���ytt̄
���) of the tt̄ system. The grey bands indicate

the total uncertainty on the data in each bin. The Powheg+Pythia generator with hdamp =mt and the CT10nlo PDF
is used as the nominal prediction to correct for detector e↵ects.
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PP → tt-+X(8TeV)
mt=173.3 GeV
MSTW2008
µF,R/mt∈{0.5,1,2}
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FIG. 5: As in Fig. 3 but for the top pair rapidity.

of the mtt̄ distribution. The stability of this distribution
with respect to higher-order corrections makes it, among
others, an ideal place to search for BSM physics. It will
be very interesting to check if this property is maintained
with dynamic scales and if it extends to higher mtt̄.

The K factors in Figs. 3 and 4 show a peculiar rise at
low pT,t and mtt̄, respectively, which is due to soft gluon
and Coulomb threshold effects. We do not investigate
them in detail in the present work; related past studies
include Refs. [57–66].

A feature of our calculation that needs to be addressed
more extensively is the fact that we use fixed scales. Run-
ning scales are usually thought to be more appropriate
for such a differential calculation. However, in this first
work on the subject, we opt for the simplicity of fixed
scales in order to perform checks with existing NNLO
calculations. We intend to extend our result to dynami-
cal scales, which typically involve the top transverse mass
√

p2T +m2
t and thus start to deviate from fixed scales at

large pT , in future publications. The result presented
here, however, should not be affected substantially by
such a change due to the limited kinematical range con-
sidered (for instance pT,t < 400GeV).

CONCLUSIONS

In this Letter, we present for the first time NNLO ac-
curate differential distributions for top-quark pair pro-
duction at the LHC at 8 TeV. It is easy to conclude
from the shown K factors that our calculation is of very
high quality (i.e. MC errors are small). Our result is
exact in the sense that it fully includes all partonic chan-
nels contributing to NNLO and, moreover, includes them
completely (in particular, we do not resort to the leading
color approximation).

Partial NNLO results have been computed by two
groups [67–69]. At the level of the total inclusive cross
section these results agree with our previous calculations
[6–9]. Although highly desirable, a comparison at the dif-
ferential level is not possible at present since in our cur-
rent calculation we do not separate subsets of partonic
reactions or implement the leading colour approximation.
Additionally, various NNLO approximations exist in the
literature [61–64, 70, 71]. A dedicated comparison with
these approximate results would be valuable.

The results derived in this Letter would allow one
to undertake a number of high-caliber phenomenological
LHC analyses. Some examples are: validation of differ-
ent implementations of higher-order effects in MC event
generators, extraction of NNLO PDFs from LHC data,
improved determination of the top-quark mass, and di-
rect measurement of the running of αS at high scales.
Moreover, SM predictions with improved precision will
enable a higher level of scrutiny of the SM with the help
of LHC data as well as novel searches for BSM physics,
possibly along the lines of Refs. [3, 72]. Finally, this result
will serve as the basis for future inclusion of top-quark
decay [73, 74].
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•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction

g

q jet

Zg

g

t

tb

g

g

Jet

q

IMPACT OF THE LHC DATA - GLUON PDF

7

INCLUSIVE JETS TOP PAIR Z PT

NNPDF collaboration, arXiv:1706.00428• In principle ideal candidate for precision PDF determination: parton-level 
theory known to NNLO in QCD, while precise data provided multi-
differentially in various observables. 

• Recent study: attempt to fit this dataset…
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Lepton + jet channel

S. Bailey & LHL, arXiv:1909.10541



• …find terrible fit quality! 
What is going on?

Distribution Statistics Correlated Statistics Uncorrelated
pT 0.53 0.50
yt 3.12 3.16
ytt 3.51 3.51
Mtt 0.70 0.60

pT +Mtt 5.73 2.47
Combined 7.00 3.28

Table 1: �2/Ndata values for fits to di↵erent distributions within the ATLAS 8 TeV lepton + jet
data, as well as for the combined fit to all four distributions. The left (right) columns correspond
to the case that the statistical correlations are included (excluded).

Figure 1: Impact of the ATLAS 8 TeV lepton + jet data on the gluon PDF. Results for fits to
individual distributions as well as the combined pT +Mtt case are shown, while the result from
a combined fit to all four distributions is shown for comparison in all cases.

5

S. Bailey & LHL, arXiv:1909.10541

�2/Npts (N
tot
pts = 25)
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• Clue: look at relative size of statistical vs. systematic errors.
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Figure 12: Full phase-space normalized di↵erential cross-sections as a function of the (a) invariant mass (mtt̄),
(b) transverse momentum (ptt̄

T) and (c) absolute value of the rapidity (
���ytt̄
���) of the tt̄ system. The grey bands indicate

the total uncertainty on the data in each bin. The Powheg+Pythia generator with hdamp =mt and the CT10nlo PDF
is used as the nominal prediction to correct for detector e↵ects.
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family of fits, no positivity constraints are imposed at the PDF level (except of course at the LO case), but
during the fit the strict positivity of a range of physical cross sections is imposed by means of a Lagrange
multiplier. Specifically, in the NNPDF3 sets the positivity of the following cross sections is imposed at
Q2 = 5 GeV2: Fu

2,Fd
2 , Fs

2, FL, �uū
DY, �dd̄

DY, and �ss̄
DY. Note that in general in this approach the positivity

constraint applies to all conceivable cross sections, including for instance those that involve hypothetical
new particles, and is not restricted to the actual cross sections that are accessible experimentally.

4.2. Fit quality and minimization strategies
In this section we discuss how the quality of the agreement between experimental data and theoretical

predictions can be quantified within a PDF fit, and the associated issue of the minimization strategy adopted
to find the optimal set of PDF parameters starting from a figure of merit, �2.

4.2.1. Fit quality and �2 definition
The quality of the agreement between experimental measurements and the corresponding theoretical

predictions within a global fit is usually expressed in terms of the log–likelihood function, or �2. When the
correlations between the experimental systematic errors are not available, the �2 as a function of the PDF
parameters is given by

�2({a}) =
NptX

k=1

1
�2

k

(Dk � Tk({a}))2 , (83)

where Npt is number of data points, and �k are the total experimental errors, given by adding the statistical
and systematic errors in quadrature. In this expression, Tk({a}) are theoretical predictions, expressed in
terms of the PDF parameters {a}, and Dk are the central values of the experimental measurement.

Modern experiments provide correlated sources of the various systematic uncertainties, in addition to
the statistical and uncorrelated systematics. The simplest example is the luminosity error in collider exper-
iments, which is fully correlated among all the bins from the same dataset. Typically, there are many other
sources that are introduced in the process of any given analysis. In such cases, the �2 has the following
form [117]

�2({a}, {�}) =
NptX

k=1

1
s2

k

0
BBBBBB@Dk � Tk �

N�X

↵=1

�k,↵�↵

1
CCCCCCA

2

+

N�X

↵=1

�2
↵ , (84)

for N� sources of correlated error. Here, sk represents the total uncorrelated error, which is constructed by
adding the statistical and uncorrelated systematic errors in quadrature. Each source of correlated systematic
error is described by a nuisance parameter �↵, with the error �i,↵ correlated among all data points. Thus
the induced systematic shift to the experimental measurement is

P
↵ �k,↵�↵. The second sum on the right

hand side of Eq. (84) includes the penalty terms to the �2, assuming standard Gaussian distributions for the
nuisance parameters.

In global PDF analyses we are more interested in the PDF parameters than the specific values that these
nuisance parameters take. Therefore, for any given set {a} we can first minimise the �2 with respect to the
nuisance parameters �↵ to give the profiled log–likelihood function �2({a}) ⌘ �2({a}, {�̂}). While naı̈vely
we might worry that this would be a computationally intensive exercise, the simple quadratic dependence
of the �2 on the �↵ allows the profiled nuisance parameter �̂↵ to be solved for analytically, assuming purely
Gaussian errors. Explicitly, we have

�̂↵ =

NptX

i=1

(Di � Ti)
si

N�X

�=1

A�1
↵�

�i,�

si
, (85)
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• Systematics completely dominant. 

• These are in many cases highly 
correlated across                           .yt, ytt, p

t
?, Mtt
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• Many sources of systematics, but by far the largest related to unfolding from 
detector back to top quark level:

•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction

g

q jet

Zg

g

t

tb

g

g

Jet

q

IMPACT OF THE LHC DATA - GLUON PDF

7

INCLUSIVE JETS TOP PAIR Z PT

NNPDF collaboration, arXiv:1706.00428

Measurement

PDF Fit

• Requires understanding of top quark production/decay and subsequent 
showering/hadronization. All of this needs theory (Monte Carlo) input.

• If we get correction (         ) wrong the top-quark level data will be wrong.

• Uncertainty due to this? Take event sample with second MC, apply correction 
(         ) derived with baseline MC. Difference between this and true result 
gives uncertainty.
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• These two-point MC uncertainties by far the largest:
★ Parton Shower: 
★ Hard Scattering:
★ ISR/FSR:

MC@NLO + Herwig vs. POWHEG + Herwig
<latexit sha1_base64="R2tTsrJsNTMQsFy88q9maOd1uwM=">AAACMXicbVDJSgNBFOxxN25Rj14agyAIw0TFBTwERMzBJYIxQhJCT+cladKz0P0mGob5JS/+iXjxoIhXf8LJJAY1FjQUVfV4/cr2pdBoWS/G2PjE5NT0zGxqbn5hcSm9vHKjvUBxKHJPeurWZhqkcKGIAiXc+gqYY0so2e3jnl/qgNLCc6+x60PVYU1XNARnGEu1dL6CcI+I4flx7uLsMqJb9FvJg7oTzYh2tDnUCpel/MlpREdjtXTGMq0EdJRkByRDBijU0k+VuscDB1zkkmldzlo+VkOmUHAJUaoSaPAZb7MmlGPqMgd0NUwujuhGrNRpw1Pxc5Em6s+JkDladx07TjoMW/qv1xP/88oBNg6qoXD9AMHl/UWNQFL0aK8+WhcKOMpuTBhXIv4r5S2mGMe45FRSwmEPe8OTR8nNtpndMXevtjO5o0EdM2SNrJNNkiX7JEfypECKhJMH8kxeyZvxaLwY78ZHPzpmDGZWyS8Yn18evapL</latexit>

POWHEG + Herwig vs. POWHEG + Pythia
<latexit sha1_base64="4GLcPNokni/WgROSE/BHrnmbJH4=">AAACMXicbVDJSgNBFOyJW4xb1KOXxiAIQphEcQEPARFzM4JZIAmhp/OSNOlZ6H4TDcP8khf/RLzkoIhXf8LJosTEgoaiqh6vX1meFBpNc2DEFhaXllfiq4m19Y3NreT2Tkm7vuJQ5K50VcViGqRwoIgCJVQ8Bcy2JJSt7tXQL/dAaeE699j3oG6ztiNagjOMpEYyX0N4RMSgcFvOX9+E9Ij+KHlQD6Id0p5O09nUVKzQx45gYSOZMtPmCHSeZCYkRSYoNJIvtabLfRsc5JJpXc2YHtYDplBwCWGi5mvwGO+yNlQj6jAbdD0YXRzSg0hp0paroucgHanTEwGzte7bVpS0GXb0rDcU//OqPrbO64FwPB/B4eNFLV9SdOmwPtoUCjjKfkQYVyL6K+UdphjHqOTEqISLIU5/T54npWw6c5w+ucumcpeTOuJkj+yTQ5IhZyRH8qRAioSTJ/JK3si78WwMjA/jcxyNGZOZXfIHxtc3StmqZQ==</latexit>

POWHEG + Pythia(1) vs. POWHEG + Pythia(2)
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• Uncertainty and correlation effectively given by 
envelope of two MCs ~ reasonable as correction should 
be smooth between bins. But will not capture the full 
correlation      fit quality sensitive to it.)
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S. Bailey & LHL, arXiv:1909.10541

• Our study*: try some reasonable loosening of the assumed correlation:
N�X
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�k,↵ !
Ñ�X

↵=1

�̃k,↵
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family of fits, no positivity constraints are imposed at the PDF level (except of course at the LO case), but
during the fit the strict positivity of a range of physical cross sections is imposed by means of a Lagrange
multiplier. Specifically, in the NNPDF3 sets the positivity of the following cross sections is imposed at
Q2 = 5 GeV2: Fu

2,Fd
2 , Fs

2, FL, �uū
DY, �dd̄

DY, and �ss̄
DY. Note that in general in this approach the positivity

constraint applies to all conceivable cross sections, including for instance those that involve hypothetical
new particles, and is not restricted to the actual cross sections that are accessible experimentally.

4.2. Fit quality and minimization strategies
In this section we discuss how the quality of the agreement between experimental data and theoretical

predictions can be quantified within a PDF fit, and the associated issue of the minimization strategy adopted
to find the optimal set of PDF parameters starting from a figure of merit, �2.

4.2.1. Fit quality and �2 definition
The quality of the agreement between experimental measurements and the corresponding theoretical

predictions within a global fit is usually expressed in terms of the log–likelihood function, or �2. When the
correlations between the experimental systematic errors are not available, the �2 as a function of the PDF
parameters is given by

�2({a}) =
NptX

k=1

1
�2

k

(Dk � Tk({a}))2 , (83)

where Npt is number of data points, and �k are the total experimental errors, given by adding the statistical
and systematic errors in quadrature. In this expression, Tk({a}) are theoretical predictions, expressed in
terms of the PDF parameters {a}, and Dk are the central values of the experimental measurement.

Modern experiments provide correlated sources of the various systematic uncertainties, in addition to
the statistical and uncorrelated systematics. The simplest example is the luminosity error in collider exper-
iments, which is fully correlated among all the bins from the same dataset. Typically, there are many other
sources that are introduced in the process of any given analysis. In such cases, the �2 has the following
form [117]
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for N� sources of correlated error. Here, sk represents the total uncorrelated error, which is constructed by
adding the statistical and uncorrelated systematic errors in quadrature. Each source of correlated systematic
error is described by a nuisance parameter �↵, with the error �i,↵ correlated among all data points. Thus
the induced systematic shift to the experimental measurement is

P
↵ �k,↵�↵. The second sum on the right

hand side of Eq. (84) includes the penalty terms to the �2, assuming standard Gaussian distributions for the
nuisance parameters.

In global PDF analyses we are more interested in the PDF parameters than the specific values that these
nuisance parameters take. Therefore, for any given set {a} we can first minimise the �2 with respect to the
nuisance parameters �↵ to give the profiled log–likelihood function �2({a}) ⌘ �2({a}, {�̂}). While naı̈vely
we might worry that this would be a computationally intensive exercise, the simple quadratic dependence
of the �2 on the �↵ allows the profiled nuisance parameter �̂↵ to be solved for analytically, assuming purely
Gaussian errors. Explicitly, we have

�̂↵ =

NptX

i=1

(Di � Ti)
si

N�X

�=1

A�1
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�i,�

si
, (85)
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• Note input (clear breakdown of errors) from experiment essential 
here: which systematics can we do this to?

• Taking the above two-point MC errors and applying this 
decorrelation…
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*Similar more limited study in ATL-PHYS-PUB-2018-017
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Figure 12: Full phase-space normalized di↵erential cross-sections as a function of the (a) invariant mass (mtt̄),
(b) transverse momentum (ptt̄

T) and (c) absolute value of the rapidity (
���ytt̄
���) of the tt̄ system. The grey bands indicate

the total uncertainty on the data in each bin. The Powheg+Pythia generator with hdamp =mt and the CT10nlo PDF
is used as the nominal prediction to correct for detector e↵ects.
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Figure 3: Impact of the ATLAS 8 TeV lepton + jet data on the gluon PDF. The result of the
default to the combined dataset is shown, as well as decorrelating the parton shower systematic
uncertainty between the four distributions.

Distribution p.s. correlated p.s. decorrelated
Combined 7.00 1.80
pt? +Mtt 5.73 0.66

Table 2: �2/Ndata values for fits to the ATLAS 8 TeV lepton + jet data, including decorrelation
of the parton shower systematic uncertainty described in the text.

Figure 4: As in Fig. 1, for fits to di↵erent distributions taken in the literature: yt and pT +Mtt

(with decorrelation of the parton shower systematic error), as well as the combined fit.

8

• Consider decorrelation of 
just one error source, e.g. 
‘parton shower’ error (other 
two similar). 

• Gives huge improvement in 
fit quality!
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• Has significant impact on gluon: larger than NLO vs. NNLO theory 
difference and not same as picking one distribution (e.g.      ).

Figure 3: Impact of the ATLAS 8 TeV lepton + jet data on the gluon PDF. The result of the
default to the combined dataset is shown, as well as decorrelating the parton shower systematic
uncertainty between the four distributions.

Distribution p.s. correlated p.s. decorrelated
Combined 7.00 1.80
pt? +Mtt 5.73 0.66

Table 2: �2/Ndata values for fits to the ATLAS 8 TeV lepton + jet data, including decorrelation
of the parton shower systematic uncertainty described in the text.

Figure 4: As in Fig. 1, for fits to di↵erent distributions taken in the literature: yt and pT +Mtt

(with decorrelation of the parton shower systematic error), as well as the combined fit.
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Figure 3: Impact of the ATLAS 8 TeV lepton + jet data on the gluon PDF. The result of the
default to the combined dataset is shown, as well as decorrelating the parton shower systematic
uncertainty between the four distributions.

Distribution p.s. correlated p.s. decorrelated
Combined 7.00 1.80
pt? +Mtt 5.73 0.66

Table 2: �2/Ndata values for fits to the ATLAS 8 TeV lepton + jet data, including decorrelation
of the parton shower systematic uncertainty described in the text.

Figure 4: As in Fig. 1, for fits to di↵erent distributions taken in the literature: yt and pT +Mtt

(with decorrelation of the parton shower systematic error), as well as the combined fit.
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ATLAS Jets
LHL, R.S. Thorne, A.D. Martin, EPJC78 (2018) no.3, 248

• ATLAS Jet data: again systematics 
dominated, and fit quality highly 
sensitive to correlations.

• Again identify systematics with 
potentially too strong assumption about 
correlations. Decorrelating again has 
large impact on fit quality.

• Detailed ATLAS study: identifies those 
error sources that can be decorrelated 
and by how much. 

• However also find that including theory 
uncertainties from missing higher order 
in pQCD theory improves fit.

Full 21 62 21,62

�2/Npts. 2.85 1.58 2.36 1.27

Table 1: �2 per number of data points (Npts = 140) for fit to ATLAS jets data [23], with
the default systematic error treatment (‘full’) and with certain errors, defined in the text,
decorrelated between jet rapidity bins.

pjet? as the scale choice. The result for the individual uncertainty sources, as well as the
combination, is shown in Table 1, and is found to be dramatic. Simply decorrelating jes21,
for example, leads to a reduction of 180 points in �2, giving almost a factor of 2 decrease in
the �2/Npts. from 2.85 to 1.58. Decorrelating jes62 in addition gives a �2/Npts. of 1.27. The
same data/theory comparisons as in Fig. 2, but including this decorrelation of jes21 and
jes62, are shown in Fig. 4 and are visibly improved, with the additional freedom allowing
the data/theory to shift in the di↵erent rapidity bins and achieve a good overall description.
While the above analysis only considers the experimental sources of correlated uncertainty,
we have also checked that decorrelating the quoted uncertainty associated with the non–
perturbative corrections from [23] that we apply leads to some ⇠ 40 point improvement in
the �2, that is significantly smaller than for those sources discussed above. In addition,
we find that even omitting these corrections entirely has little impact on the fit quality, in
other words these appear to be correlated su�ciently with other sources of experimental
systematics that their omission does not a↵ect the comparison significantly

We note that this corresponds to a simplified version of the alternative correlation sce-
narios presented in [26] subsequently to the discussion in [34]. Here, the impact of a more
conservative partial decorrelation of various sources of uncertainty (including theoretical un-
certainties due to scale choice and variation) in the 8 TeV ATLAS jet data is investigated,
and a comparable although somewhat less dramatic improvement in the data description
quality is found. However, as we will show below, the e↵ect of our simplified decorrelation
model is to improve the fit quality while having a limited e↵ect on the PDFs themselves.
Therefore we do not expect the details of the decorrelation model to have a significant impact
on the final result. Thus, while the correlation between systematic errors should clearly be
determined by physics considerations and not simply the possibility of improving the theory
description of the data, the simplified approach we take is su�cient for our purposes.

4 Fit quality at NNLO

4.1 Individual data sets at NNLO

In Table 2 we show the quality, �2, of the prediction and fit to the ATLAS and CMS jet data.
For the predictions, we take as a baseline set the fits to the same data set (and using the
same theoretical parameters) as MMHT14 [3], but including the final HERA I+II combined

8

ATLAS Collab., JHEP 09 (2017) 020
Table 3: Summary of �2/ndf obtained from the comparison of the inclusive jet cross-section and the NLO QCD
prediction for various PDF sets and scale choices for anti-kt jets with R = 0.4 and R = 0.6, for several pT cuts, using
all |y| bins. All the corresponding p-values are⌧ 10�3.

�2/ndf pjet,max
T pjet

T
R = 0.4 R = 0.6 R = 0.4 R = 0.6

pT > 70 GeV
CT14 349/171 398/171 340/171 392/171
HERAPDF2.0 415/171 424/171 405/171 418/171
NNPDF3.0 351/171 393/171 350/171 393/171
MMHT2014 356/171 400/171 354/171 399/171
pT > 100 GeV

CT14 321/159 360/159 313/159 356/159
HERAPDF2.0 385/159 374/159 377/159 370/159
NNPDF3.0 333/159 356/159 331/159 356/159
MMHT2014 335/159 364/159 333/159 362/159
100 < pT < 900 GeV
CT14 272/134 306/134 262/134 301/134
HERAPDF2.0 350/134 331/134 340/134 326/134
NNPDF3.0 289/134 300/134 285/134 299/134
MMHT2014 292/134 311/134 284/134 308/134
100 < pT < 400 GeV
CT14 128/72 149/72 118/72 145/72
HERAPDF2.0 148/72 175/72 141/72 170/72
NNPDF3.0 119/72 141/72 115/72 139/72
MMHT2014 132/72 143/72 122/72 140/72

model [50,51,56] the correlations of most uncertainties in the jet energy measurement are generally well
known.

Where this is not the case, alternative correlation scenarios are provided alongside the default scenario:
the "weaker" correlation scenario proposed in Ref. [56] was tested, and found to yield �2 reductions by
up to about 12 units for some phase-space regions.

Correlations of the uncertainties that are based on simple comparisons between two options (two-point
systematic uncertainties), e.g. systematic uncertainties due to di↵erences between the fragmentation mod-
els in Pythia [30] and Herwig++ [39], are not well defined and therefore di↵erent levels of correlations
can in principle be used. Concerning the theoretical prediction, the correlations are not well defined for
the uncertainty related to the scale variations, the uncertainty related to the alternative scale choice and the
uncertainty due to the non-perturbative corrections. For this reason, this analysis investigated in detail the
impact of alternative correlation scenarios for the largest sources of two-point experimental uncertainties,
as well as for the theoretical uncertainties.

The impact of fully decorrelating (in both pT and |y|) any of those two-point systematic uncertainties was
checked. Potentially important e↵ects are observed when fully decorrelating the uncertainty due to the
response di↵erence between quark- and gluon-induced jets (JES Flavour Response), the jet fragmentation
uncertainty in the multijet balance (JES MJB Fragmentation) and the uncertainty in the density of pile-

23

Table 4: Summary of the 18 options for splitting the two-point systematic uncertainties into two (first 12 options)
or three (last 6 options) sub-components. One or two sub-components are defined in the table, as fractions of the
original uncertainty. An extra (complementary) sub-component completes them, such that the sum in quadrature of
all the sub-components in each splitting option equals the original uncertainty. L(x,min,max) = (x � min)/(max �
min), for x in the range [min,max], L(x,min,max) = 0 for x < min, L(x,min,max) = 1 for x > max.

Splitting option Sub-component(s) definition(s), completed by complementary
1 L(ln(pT[TeV]), ln(0.1), ln(2.5))· uncertainty
2 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · 0.5· uncertainty
3 L(pT[TeV], 0.1, 2.5)· uncertainty
4 L(pT[TeV], 0.1, 2.5) · 0.5· uncertainty
5 L((ln(pT[TeV]))2, (ln(0.1))2, (ln(2.5))2)· uncertainty
6 L((ln(pT[TeV]))2, (ln(0.1))2, (ln(2.5))2) · 0.5· uncertainty
7 L(|y|, 0, 3)· uncertainty
8 L(|y|, 0, 3) · 0.5· uncertainty
9 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 0, 3)· uncertainty
10 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·

p
1 � L(|y|, 0, 3)2· uncertainty

11 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 0, 3) · 0.5· uncertainty
12 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·

p
1 � L(|y|, 0, 3)2 · 0.5· uncertainty

13 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·
p

1 � L(|y|, 0, 1.5)2· uncertainty
L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 1.5, 3)· uncertainty

14 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·
p

1 � L(|y|, 0, 1)2· uncertainty
L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 1, 3)· uncertainty

15 L(ln(pT[TeV]), ln(0.1), ln(2.5)) ·
p

1 � L(|y|, 0, 2)2· uncertainty
L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 2, 3)· uncertainty

16
p

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 ·
p

1 � L(|y|, 0, 1.5)2· uncertaintyp
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 1.5, 3)· uncertainty

17
p

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 ·
p

1 � L(|y|, 0, 1)2· uncertaintyp
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 1, 3)· uncertainty

18
p

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 ·
p

1 � L(|y|, 0, 2)2· uncertaintyp
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 2, 3)· uncertainty

37
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family of fits, no positivity constraints are imposed at the PDF level (except of course at the LO case), but
during the fit the strict positivity of a range of physical cross sections is imposed by means of a Lagrange
multiplier. Specifically, in the NNPDF3 sets the positivity of the following cross sections is imposed at
Q2 = 5 GeV2: Fu

2,Fd
2 , Fs

2, FL, �uū
DY, �dd̄

DY, and �ss̄
DY. Note that in general in this approach the positivity

constraint applies to all conceivable cross sections, including for instance those that involve hypothetical
new particles, and is not restricted to the actual cross sections that are accessible experimentally.

4.2. Fit quality and minimization strategies
In this section we discuss how the quality of the agreement between experimental data and theoretical

predictions can be quantified within a PDF fit, and the associated issue of the minimization strategy adopted
to find the optimal set of PDF parameters starting from a figure of merit, �2.

4.2.1. Fit quality and �2 definition
The quality of the agreement between experimental measurements and the corresponding theoretical

predictions within a global fit is usually expressed in terms of the log–likelihood function, or �2. When the
correlations between the experimental systematic errors are not available, the �2 as a function of the PDF
parameters is given by

�2({a}) =
NptX

k=1

1
�2

k

(Dk � Tk({a}))2 , (83)

where Npt is number of data points, and �k are the total experimental errors, given by adding the statistical
and systematic errors in quadrature. In this expression, Tk({a}) are theoretical predictions, expressed in
terms of the PDF parameters {a}, and Dk are the central values of the experimental measurement.

Modern experiments provide correlated sources of the various systematic uncertainties, in addition to
the statistical and uncorrelated systematics. The simplest example is the luminosity error in collider exper-
iments, which is fully correlated among all the bins from the same dataset. Typically, there are many other
sources that are introduced in the process of any given analysis. In such cases, the �2 has the following
form [117]

�2({a}, {�}) =
NptX

k=1

1
s2

k

0
BBBBBB@Dk � Tk �

N�X

↵=1

�k,↵�↵

1
CCCCCCA

2

+

N�X

↵=1

�2
↵ , (84)

for N� sources of correlated error. Here, sk represents the total uncorrelated error, which is constructed by
adding the statistical and uncorrelated systematic errors in quadrature. Each source of correlated systematic
error is described by a nuisance parameter �↵, with the error �i,↵ correlated among all data points. Thus
the induced systematic shift to the experimental measurement is

P
↵ �k,↵�↵. The second sum on the right

hand side of Eq. (84) includes the penalty terms to the �2, assuming standard Gaussian distributions for the
nuisance parameters.

In global PDF analyses we are more interested in the PDF parameters than the specific values that these
nuisance parameters take. Therefore, for any given set {a} we can first minimise the �2 with respect to the
nuisance parameters �↵ to give the profiled log–likelihood function �2({a}) ⌘ �2({a}, {�̂}). While naı̈vely
we might worry that this would be a computationally intensive exercise, the simple quadratic dependence
of the �2 on the �↵ allows the profiled nuisance parameter �̂↵ to be solved for analytically, assuming purely
Gaussian errors. Explicitly, we have

�̂↵ =

NptX

i=1

(Di � Ti)
si

N�X

�=1

A�1
↵�

�i,�

si
, (85)
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• Focus in previous discussion on experimental systematics, but not the 
end of the story.

• Consider fit quality again:

sk ! 0
<latexit sha1_base64="vuQnwtML0CmqvjcbONJMgzqJVyY=">AAAB8HicbVDLSgMxFL1TX7W+qi7dBIvgqky1+NhIwY3LCvYh7VAyaaYNTTJDkhHK0K9w40IRt36OO//GzHQQtR4IHM65l9xz/IgzbVz30yksLa+srhXXSxubW9s75d29tg5jRWiLhDxUXR9rypmkLcMMp91IUSx8Tjv+5Dr1Ow9UaRbKOzONqCfwSLKAEWysdK8HE9Q3IXIH5YpbdTOgRVLLSQVyNAflj/4wJLGg0hCOte7V3Mh4CVaGEU5npX6saYTJBI9oz1KJBdVekh08Q0dWGaIgVPZJgzL150aChdZT4dtJgc1Y//VS8T+vF5vgwkuYjGJDJZl/FMQc2YhpejRkihLDp5Zgopi9FZExVpgY21EpK+Eyxdl35EXSPqnWTqv123qlcZXXUYQDOIRjqME5NOAGmtACAgIe4RleHOU8Oa/O23y04OQ7+/ALzvsX6q+P9A==</latexit>

• Even if experimental systematics perfectly accounted for, in              limit the 
theory      will not by default match the data      , and                .

• Why? Because      given by (fixed order) pQCD, and uncertainty on this 
due to missing higher orders (MHOs) not generally included.

Tk
<latexit sha1_base64="zi1cC6M14sbJozRb5id47yUTVh8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0VAUPBS8eK/YL2lA22027dLMJuxuhhP4ELx4U8eov8ua/cZMGUeuDgcd7M8zM8yLOlLbtT6uwsrq2vlHcLG1t7+zulfcPOiqMJaFtEvJQ9jysKGeCtjXTnPYiSXHgcdr1pjep332gUrFQtPQsom6Ax4L5jGBtpPvWcDosV+yqnQEtEycnFcjRHJY/BqOQxAEVmnCsVN+xI+0mWGpGOJ2XBrGiESZTPKZ9QwUOqHKT7NQ5OjHKCPmhNCU0ytSfEwkOlJoFnukMsJ6ov14q/uf1Y+1fugkTUaypIItFfsyRDlH6NxoxSYnmM0MwkczcisgES0y0SaeUhXCVov798jLpnFWd82rtrlZpXOdxFOEIjuEUHLiABtxCE9pAYAyP8AwvFreerFfrbdFasPKZQ/gF6/0LRAyN6A==</latexit>

Dk
<latexit sha1_base64="pwcwFEDYS6ftwUlBjvCvWLiqSZE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0VAUPBT14rGg/oA1ls920SzebsLsRSuhP8OJBEa/+Im/+GzdpELU+GHi8N8PMPC/iTGnb/rQKS8srq2vF9dLG5tb2Tnl3r63CWBLaIiEPZdfDinImaEszzWk3khQHHqcdb3KV+p0HKhULxb2eRtQN8EgwnxGsjXR3PZgMyhW7amdAi8TJSQVyNAflj/4wJHFAhSYcK9Vz7Ei7CZaaEU5npX6saITJBI9oz1CBA6rcJDt1ho6MMkR+KE0JjTL150SCA6WmgWc6A6zH6q+Xiv95vVj7527CRBRrKsh8kR9zpEOU/o2GTFKi+dQQTCQztyIyxhITbdIpZSFcpKh/v7xI2idV57Rau61VGpd5HEU4gEM4BgfOoAE30IQWEBjBIzzDi8WtJ+vVepu3Fqx8Zh9+wXr/Aiusjdg=</latexit>

�2 ! 1
<latexit sha1_base64="Z58N8H95lRWMsVX7a3oDFwEDsd0=">AAAB+nicbVDLSsNAFJ3UV62vVJduBovgqiS1+NgV3bisYB/QxDKZTtqhk0mYmSgh9lPcuFDErV/izr9xkgZR64ELh3Pu5d57vIhRqSzr0ygtLa+srpXXKxubW9s7ZnW3K8NYYNLBIQtF30OSMMpJR1HFSD8SBAUeIz1vepn5vTsiJA35jUoi4gZozKlPMVJaGppVB0/obQM6KoQO5b5KhmbNqls54CKxC1IDBdpD88MZhTgOCFeYISkHthUpN0VCUczIrOLEkkQIT9GYDDTlKCDSTfPTZ/BQKyPoh0IXVzBXf06kKJAyCTzdGSA1kX+9TPzPG8TKP3NTyqNYEY7ni/yYQf1nlgMcUUGwYokmCAuqb4V4ggTCSqdVyUM4z3Dy/fIi6Tbq9nG9ed2stS6KOMpgHxyAI2CDU9ACV6ANOgCDe/AInsGL8WA8Ga/G27y1ZBQze+AXjPcvkF2Tsg==</latexit>

Tk
<latexit sha1_base64="zi1cC6M14sbJozRb5id47yUTVh8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0m0VAUPBS8eK/YL2lA22027dLMJuxuhhP4ELx4U8eov8ua/cZMGUeuDgcd7M8zM8yLOlLbtT6uwsrq2vlHcLG1t7+zulfcPOiqMJaFtEvJQ9jysKGeCtjXTnPYiSXHgcdr1pjep332gUrFQtPQsom6Ax4L5jGBtpPvWcDosV+yqnQEtEycnFcjRHJY/BqOQxAEVmnCsVN+xI+0mWGpGOJ2XBrGiESZTPKZ9QwUOqHKT7NQ5OjHKCPmhNCU0ytSfEwkOlJoFnukMsJ6ov14q/uf1Y+1fugkTUaypIItFfsyRDlH6NxoxSYnmM0MwkczcisgES0y0SaeUhXCVov798jLpnFWd82rtrlZpXOdxFOEIjuEUHLiABtxCE9pAYAyP8AwvFreerFfrbdFasPKZQ/gF6/0LRAyN6A==</latexit>

Essential to include measure of this if we are to have reasonable/viable 
interpretation of fit quality at high precision, in particular if default poor. 
Without this may be biasing fit.

!
<latexit sha1_base64="iL0QbFwpJq5JNTK0x4mhnUTHifo=">AAAB8nicbVDLSsNAFJ3UV62vqks3wSK4KokWH7uiG5cV7APSUCbTSTt0MhNmbpQS+hluXCji1q9x5984SYOo9cCFwzn3cu89QcyZBsf5tEpLyyura+X1ysbm1vZOdXevo2WiCG0TyaXqBVhTzgRtAwNOe7GiOAo47QaT68zv3lOlmRR3MI2pH+GRYCEjGIzk9RUbjQErJR8G1ZpTd3LYi8QtSA0VaA2qH/2hJElEBRCOtfZcJwY/xQoY4XRW6SeaxphM8Ih6hgocUe2n+ckz+8goQzuUypQAO1d/TqQ40noaBaYzwjDWf71M/M/zEggv/JSJOAEqyHxRmHAbpJ39bw+ZogT41BBMFDO32mSMFSZgUqrkIVxmOPt+eZF0Turuab1x26g1r4o4yugAHaJj5KJz1EQ3qIXaiCCJHtEzerHAerJerbd5a8kqZvbRL1jvX9vVkcU=</latexit>

Additional motivation, to give estimation of uncertainty in extracted 
PDFs due to MHOs in fit.

!
<latexit sha1_base64="iL0QbFwpJq5JNTK0x4mhnUTHifo=">AAAB8nicbVDLSsNAFJ3UV62vqks3wSK4KokWH7uiG5cV7APSUCbTSTt0MhNmbpQS+hluXCji1q9x5984SYOo9cCFwzn3cu89QcyZBsf5tEpLyyura+X1ysbm1vZOdXevo2WiCG0TyaXqBVhTzgRtAwNOe7GiOAo47QaT68zv3lOlmRR3MI2pH+GRYCEjGIzk9RUbjQErJR8G1ZpTd3LYi8QtSA0VaA2qH/2hJElEBRCOtfZcJwY/xQoY4XRW6SeaxphM8Ih6hgocUe2n+ckz+8goQzuUypQAO1d/TqQ40noaBaYzwjDWf71M/M/zEggv/JSJOAEqyHxRmHAbpJ39bw+ZogT41BBMFDO32mSMFSZgUqrkIVxmOPt+eZF0Turuab1x26g1r4o4yugAHaJj5KJz1EQ3qIXaiCCJHtEzerHAerJerbd5a8kqZvbRL1jvX9vVkcU=</latexit>

 52



Theory Uncertainties

 53

• PDF fit schematically given by inverting:

O ⇠ f ⌦ � ⇠ f ⌦
⇣
�
(0) + ↵S�

(1) + · · ·
⌘

Dataset

• Until recently only PDF errors corresponding to data errors in fit included.

• However in principle not only error source. Also that due to missing higher 
orders (the ‘…’) in theory, from truncation of pert. expansion.

�O(µF , µR, µ0) : µF,R 2
⇣
kµ0,

µ0

k

⌘
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• In truth impossible to know the 
size of these ‘…’ but various ways 
to estimate.

• Standard method: factorization/
renormalization scale variations.
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x,Q2

0
) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū+ d̄) + s+ s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in

6

Data errors 
only!
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• Recent work: MHO uncertainties via scale variations in NLO NNPDF 
fit. Impact on PDF uncertainties not negligible (will be less at NNLO).

PDFS WITH THEORY UNCERTAINTIES

23The NNPDF collaboration, arXiv:1906.10698
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Figure 6.4. Same as Fig. 6.2 now comparing the results of the NNPDF3.1 global fits with the theory
covariance matrix constructed accordingly to the 3-, 7-, and 9-point prescriptions, normalized to the
central value of the latter.
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Figure 6.5. Same as Fig. 6.4, now showing relative PDF uncertainties, normalized to the central value
of the baseline set. Note that the y-axes ranges are di↵erent for each PDF combination.
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• Important open 
questions:

★ Significant source of ambiguity: how one treats the 
correlations (between/across datasets) for these errors.

★ Are scale variations the best way to estimate MHOs?
★ Risk of double counting with MHO uncertainty already 

accounted for when making predictions via PDFs?

R. Abdul Khalek et al., EPJC79 (2019) no.11, 931

Recent work: yes!



Basic Idea
• PDFs themselves not observable. Can recast fit process purely in terms of 

fit and predicted observables, with no reference to PDFs.

fi

Fit

Prediction

A

B

C

• Rule of thumb: vary scale                     . Can propagate through to PDFs. 
However, will traditionally then include such a variation again in prediction.

• If we interpret ‘theory uncertainty’ as that inherent in expressing predicted 
quantity in terms of measured one then varying at both B and C not 
obviously the right procedure.

• Recasting in terms of                   via A makes this concrete.

µ 2
⇣µ0

2
, 2µ0

⌘

O1 $ O2

 4

i : PDF type

Opred ⇠ fi(µ
2)⌦ �

0
i(µ
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2)⌦

⇣
�
(0)0

i (µ2) + ↵S �
(1)0

i (µ2) + · · ·
⌘

Ofit ⇠ fi(µ
2)⌦ �i(µ

2) ⇠ fi(µ
2)⌦

⇣
�
(0)
i (µ2) + ↵S �

(1)0

i (µ2) + · · ·
⌘

★ We already include MHO uncertainty (by scale variation) when predicting 
observables with PDFs. Risk of double counting?

★ Simplified study: recast PDF fit as direct relationship between fit and 
predicted observables.

LHL and R. S. Thorne, EPJC79 (2019), no.1, 39
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• Can propagate MHO uncertainty (scale variation) through to PDFs, 
but will then include such an uncertainty again in prediction.

• ‘Theory uncertainty’: that inherent in expressing predicted quantity in 
terms of measured one. Varying at both B and C not obviously right.

• Recasting in terms of                   via A makes this concrete.O1 $ O2



• Cutting to chase: in certain cases including MHO 
uncertainty in PDFs and in prediction risks double 
counting, i.e. overestimating error on predictions.

• Standard example: fit process sensitive to high     
gluon (e.g. top quark pair production) and predicts 
gluon-initiated BSM production.

2.2. The Top Quark

Bosons (integer spin)

Particle Mass [GeV] Charge Spin

(γ) Electromagnetic force 0 0 1

(g) Strong force 0 0 1

(W−)

Weak force

80.403± 0.029 −1 1

(W+) 80.403± 0.029 +1 1

(Z0) 91.188± 0.003 0 1

(H) Mass (hypoth.) 116− 127 (95% C.L.) [24, 25] 0 0

Table 2.3.: Gauge bosons and their properties and quantum numbers [23].

2.2. The Top Quark

In the following, the production and decay of top quark pairs and singly produced top quarks
(single tops) within the Standard Model will be discussed in detail. Furthermore, an overview
of important properties of the top quark and their measurement will be given. In particular,
the charge asymmetry in the production of top quarks pairs within the Standard Model and in
theories beyond will be covered.

2.2.1. Top Quark Production at Hadron Colliders

At hadron colliders, tt̄ pairs are mainly produced through strong interactions described by per-
turbative QCD. Interactions between the quark and gluon constituents of the colliding hadrons
(either protons or antiprotons) participate in a hard scattering process and produce a top quark
and an antitop quark in the final state. At Born level approximation, top quark pairs can be
produced via gluon-gluon fusion (gg) or via the annihilation of quark-antiquark pairs (qq̄). The
relevant leading order Feynman diagrams for the contributing processes are shown in Figure 2.3.

t
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g

g

+
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t

g

g

+

t

t̄

g

g

q
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t
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Figure 2.3.: Lowest order diagrams contributing to top quark pair production at hadron col-
liders. Top quarks are produced via strong interaction, either in quark-antiquark
annihilation (top) or gluon-gluon fusion (bottom).

Due to the fact that hadrons are composite particles, consisting of partons with unknown
fractions x of the initial hadron momenta, the initial state of the parton interaction is not
precisely known. However, hadron interactions in pp and pp̄ collisions can be described by
separating the partonic reactions into a short distance and a long distance contribution.

7

Previous searches for stop and sbottom have been per-
formed at CERN LEP and at the Tevatron [9– 17]. For the
search topology studied in the present analysis, LEP ex-
cludes stop (sbottom) masses smaller than ! 100 GeV=c2

( ! 100 GeV=c2), independent of the difference between
stop (sbottom) and neutralino ~!0

1 masses [9]. Recent results
from the D0 Collaboration in the same topology [16,17],
based on Run II data, have extended Tevatron’s Run I reach
[10,11] by excluding stop masses up to"133 GeV=c2, and
sbottom masses up to"220 GeV=c2. These results are also
shown in Figs. 4 and 5 of this paper.

II. THE DETECTOR AND DATA SAMPLE

CDF II is a general-purpose detector that is described in
detail elsewhere [18]. The components relevant to this

analysis are briefly described here. The charged-particle
tracking system is closest to the beam pipe, and consists of
multiple layers of silicon microstrip detectors, which cover
a pseudorapidity region j"j< 2, and a large open-cell drift
chamber covering the pseudorapidity region j"j< 1 [19–
21]. The silicon microstrips of the silicon detectors have a
pitch of 25 to 65 #m, depending on the layer, thus allow-
ing a precise measurement of a track’s impact parameter
with respect to the primary vertex. The tracking system is
enclosed in a superconducting solenoid, which in turn is
surrounded by calorimeters. The calorimeter system [22] is
organized into electromagnetic and hadronic sections seg-
mented in projective tower geometry, and covers the region
j"j< 3:6. The electromagnetic calorimeters use lead-
scintillator sampling, whereas the hadron calorimeters
use iron-scintillator sampling construction. The transverse

t~
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1
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FIG. 2. The decay channels of stop and sbottom considered in this paper.
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FIG. 1. Leading-order Feynman diagrams for pair production of stop and sbottom at the Tevatron.
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★ Bottom line: as well as correlation in theory uncertainty between/
within processes in fit, also have those between fit and prediction.

★ Not easy to do this in standard PDF fit, but indication that more 
work is needed here. Studies ongoing in this direction…stay tuned!

 56

x

<latexit sha1_base64="R48hKnfS6Uzf6ZMcghFTNYgr6Z0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoCcpePHYgm2FNpTNdtKu3WzC7kYsob/AiwdFvPqTvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtr6xuVXcLu3s7u0flA+P2jpOFcMWi0Ws7gOqUXCJLcONwPtEIY0CgZ1gfDPzO4+oNI/lnZkk6Ed0KHnIGTVWaj71yxW36s5BVomXkwrkaPTLX71BzNIIpWGCat313MT4GVWGM4HTUi/VmFA2pkPsWipphNrP5odOyZlVBiSMlS1pyFz9PZHRSOtJFNjOiJqRXvZm4n9eNzXhlZ9xmaQGJVssClNBTExmX5MBV8iMmFhCmeL2VsJGVFFmbDYlG4K3/PIqaV9UvVq11qxV6td5HEU4gVM4Bw8uoQ630IAWMEB4hld4cx6cF+fd+Vi0Fpx85hj+wPn8AedLjP8=</latexit>

Details in paper!
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FIG. 5: As in Fig. 3 but for the top pair rapidity.

of the mtt̄ distribution. The stability of this distribution
with respect to higher-order corrections makes it, among
others, an ideal place to search for BSM physics. It will
be very interesting to check if this property is maintained
with dynamic scales and if it extends to higher mtt̄.

The K factors in Figs. 3 and 4 show a peculiar rise at
low pT,t and mtt̄, respectively, which is due to soft gluon
and Coulomb threshold effects. We do not investigate
them in detail in the present work; related past studies
include Refs. [57–66].

A feature of our calculation that needs to be addressed
more extensively is the fact that we use fixed scales. Run-
ning scales are usually thought to be more appropriate
for such a differential calculation. However, in this first
work on the subject, we opt for the simplicity of fixed
scales in order to perform checks with existing NNLO
calculations. We intend to extend our result to dynami-
cal scales, which typically involve the top transverse mass
√

p2T +m2
t and thus start to deviate from fixed scales at

large pT , in future publications. The result presented
here, however, should not be affected substantially by
such a change due to the limited kinematical range con-
sidered (for instance pT,t < 400GeV).

CONCLUSIONS

In this Letter, we present for the first time NNLO ac-
curate differential distributions for top-quark pair pro-
duction at the LHC at 8 TeV. It is easy to conclude
from the shown K factors that our calculation is of very
high quality (i.e. MC errors are small). Our result is
exact in the sense that it fully includes all partonic chan-
nels contributing to NNLO and, moreover, includes them
completely (in particular, we do not resort to the leading
color approximation).

Partial NNLO results have been computed by two
groups [67–69]. At the level of the total inclusive cross
section these results agree with our previous calculations
[6–9]. Although highly desirable, a comparison at the dif-
ferential level is not possible at present since in our cur-
rent calculation we do not separate subsets of partonic
reactions or implement the leading colour approximation.
Additionally, various NNLO approximations exist in the
literature [61–64, 70, 71]. A dedicated comparison with
these approximate results would be valuable.

The results derived in this Letter would allow one
to undertake a number of high-caliber phenomenological
LHC analyses. Some examples are: validation of differ-
ent implementations of higher-order effects in MC event
generators, extraction of NNLO PDFs from LHC data,
improved determination of the top-quark mass, and di-
rect measurement of the running of αS at high scales.
Moreover, SM predictions with improved precision will
enable a higher level of scrutiny of the SM with the help
of LHC data as well as novel searches for BSM physics,
possibly along the lines of Refs. [3, 72]. Finally, this result
will serve as the basis for future inclusion of top-quark
decay [73, 74].
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Interpreting Fit Quality: Summary
• In high precision LHC era, interpreting fit quality not straightforward. 

Depends sensitively on experimental systematic and theoretical 
uncertainties, and their correlations.

• Miss out/get wrong and very bad              occurs, with unreliable PDF fit.
★ Cannot simply sweep these issues under carpet, by e.g. post-hoc 

choice of fitting subset of data (individual distributions etc). 
★ Full breakdown of systematics and indication of uncertainty on 

default correlations seems essential (far from the current default).
★ Including theoretical (MHO) uncertainty mandatory.

• But still many open questions: how much can we decorrelate experimental 
systematics? How do we best account for MHO uncertainties and their 
correlations?

• At what point is a bad              due to new physics? Clearly question not just 
of relevance to PDF fitting!

�2/Npt
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Towards ‘MMHT’ 19
• Global groups busily updating fits to include new LHC data. 

‘MMHT’19 on its way. Include:
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Figure 11: The impact on the gluon PDF when fitting the ATLAS [23] and CMS [24] 7 TeV
jet data and Tevatron data [14, 15] individually, as well as including all datasets within the
fit. For the LHC case Rhigh and pjet? are taken. The NLO (NNLO) results are shown in the
left (right) plots.

the baseline. For clarity we do not include the PDF uncertainties in this case; these will be
shown below. It will be interesting to see how this situation changes when the full NNLO
corrections are included for the Tevatron predictions.

5.2 PDF Uncertainties

In Fig. 12 we show the impact at NNLO of the ATLAS and CMS jet data on the gluon
PDF uncertainty, for the two choices of jet radii. As in the case of the central values, we
find that the di↵erence due to the scale choice is minimal, and so we only show results
for the pjet? scale. The overall impact is seen to be moderate, although not negligible. To
give a clearer comparison, we show the ratios to the baseline PDF uncertainty in Fig. 13
(left). For the higher R choice, for low and intermediate values of x the error reduction
relative to the baseline ranges from 10 � 20%, but for the x ⇠ 0.05 � 0.2 there is little
reduction and in some regions even a slight increase in the error. At high x there is again a
reduction in the uncertainty, although as x approaches 1 and the jet data places little or no
constraint, the quantitative result cannot be taken completely literally, as this will depend on
the precise choice of PDF parameterisation. For the lower R choice the reduction in the PDF
uncertainty is less significant, and the x region where this increases relative to the baseline is
wider. In Fig. 13 (right) we should the results for the higher jet radius choice and for di↵erent
treatments of the ATLAS systematic errors. We can see that the partial decorrelation leads
to a similar, although in some places slightly less constraining, impact on the uncertainties
across the entire x region in comparison to the default treatment, consistent with the impact
on the central values shown before. On the other hand, for fully decorrelated uncertainties
the impact at high x in particular is much less constraining, although in the x ⇠ 0.1 region
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�0.13

Rs exceeds unity at lower x, but essentially an extrapolation.
Comfortably consistent with unity.

CERN – Sept 17 10

• Much LHC Run-I data included already, with encouraging results!
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★ Full LHC Run I dataset & latest updates from Tevatron/HERA.
★ Extended parameterisation.
★ Photon ‘a la LUX’ as standard.



Summary/Outlook
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★ PDFs a key ingredient in LHC physics.

★ Precision LHC era: significant opportunity for PDF determination. 

★ Projections for future: still encouraging potential for greatly improved 
PDF constraints from LHC.

★ But significant challenges before us: confronting high precision data in 
fits, dealing with tensions, poor fit quality, including theory uncertainties 
effectively etc. 

★ Not simply question of adding ever more data to PDF fits. Much work 
ahead to make sense of what we are seeing…

Thank you for listening!


