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Recall the CLT:
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@ Edgeworth expansion for distributions:

=000 +o ().

@ Edgeworth expansion for densities:
)

Fa(x) = ®(x) +

) = 000 + ¢ 5706 = 300000 + o
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Volatility Estimation

@ On [0,1], we consider a continuous semimartingale
dXt = ,U,tdt -+ O'tth.

where 4, o are continuous processes.
@ Observations at points i/n, 0 < i < n.
e High frequency (infill asymptotics): n — occ.

@ Object of interest: quadratic variation (integrated volatility)

1
vz/ o2dt.
0
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Pre-averaging

Realized Volatility

e Estimator: Realized volatility (realized variance)

@ Stable CLT:

1
Zn =v/n(RV, — V) 25 M ~ MN <o,2/ a;‘dt> .
0

@ Empirical studies show that when applied to real data RV,
diverges as n — oo.
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Microstructure noise model

@ Observations

where (g;);>1 is i.i.d., E[gg] =0, E[g3] = w? and € L X.
e Balancing the noise with blocks:

o Size of blocks k, ~ 0[, where 6 > 0 is a tuning parameter.
e Number of blocks d, = &
o g is a weight functlon e. g g(x) = min(x,1 — x) on [0, 1].

@ Pre-averaging:

kn—1 .
\_/,,(Tn = Z g </-(I) (Ylk,,% — Yik,,-};]j—l) .

j=1 !
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Pre-averaging estimator

@ Define

dp—1 B n
=g 2 (V) - oy o (i)

n

where 97 and 15 depend on g. Non-overlappping blocks.
@ Stable CLT

Zy = 04V, — V) 5 M ~ MN(0, C),

C= /29( 2’2:§I> dt.
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2 iy -
Fom 00 > (Ve T C
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o Consistent and positive estimator for C :

@ Hence, we obtain

Zn/ Fn =<5 N(O, 1).

@ Our aim: Edgeworth expansion of

Zo/\/Fa.
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Decomposition

@ Suppose that
Zy = My + rpNp,

where N, is tight, r, — 0 and M, is a terminal value of a
continuous martingale (M{').c[o,1] with Mg = 0.

e Asymptotic expansion of (Z,, Fp).

e Characteristic function of (Z,, F,) :

E [eiuZnHvF,,} .
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Random Symbol o

o Let C; = (M")1. Suppose that C, 2, Cand F, 5 C hold.
Denote C, = r; 1(C, — C) and F,, = r; 1(F, — C).

@ Assumption 1:

dst

(M?, Ny, Cp, Fn) =5 (M, N, C, F) ~ MN(p1, X).

@ Define
Loy (iu)? ~ .~ .~
o(z,iu,iv) 5 C(z) +iuN(z) +ivF(z)

It is a random polynomial in (iu,iv). It was already in (Yos97).
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Random Symbol &

2
H ny u® ~n
o Let ef = eUMi+ 3G

@ Define
®n(u, v) = E[W(u, v)(e(uv) — 1)¢n]
with a truncation functional ¢, ~ 1.
@ Assumption 2:

lim q)n(ua V)
n—o00 rn

= E[V(u, v)a(iu,iv)]

where

7= ij(z)(iu)’"f(iv)"f.
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Main Result

e Full random symbol:
o(z,iu,iv) = o +7 =}, ¢(z)(iu)™(iv)".

@ Using information in random symbol o, we construct the
approximated density p,(z, x).

Theorem (Yoshidal3 )

Under some integrability conditions, we obtain

sup ‘E[h(Zn, Fa)] — /h(z,x)pn(z,x)dzdx = o(rp).
h
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Stochastic Decomposition

o Let b1 pPl € € and dX; = bIN(X;)dW; + b2 (X,)dt.
@ Using Ito’s formula, we obtain for k = 1,2

bl (X,) = bR X,)dW, + b2 (X;)dt

Lemma

Let aix, = bﬂ Wi, + Eix,. Then, we obtain

n

1
Zn ="V, — V) = M, + 1/4N + op( 1/4)

where

nl/4 dn—1

n

6
2 —Elo, |Fy, ] and Np = Ny
2 i=0 k=1
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Some Terms

k2(y5)?
Nn3 = n3/2¢" Z t/kn g

i=0

kn(2knpg — 1)y3)
N”74 - 2n3/2¢” Z 2b

1 12 | (L2

tikp ~ tikp

dn— 1+1)kn
= —2nt/? Z by pi ! / dWsdu,
i=0

tikp
tlkn
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Computation of o

@ Computation of ¢ is via

1
(I\/I,,,N,,,C,,,F,,) & (M, N, C, F) ~ MN <u/ sts> :
0

@ Coefficients in @ involve Malliavin derivatives.

@ oc=0+0
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Expansion for pre-averaging

Approximated density has 8 second order terms:

;B8
pn(z,x) =¢(z; 0, x)p  (x) + =y Z Aj.
j=1

Our main result is:

Under b, b2l ¢ € and some more conditions, we obtain

Slijrp E[h(Z,, Fn)] — /h(z,x)p,,(z,x)dzdx =o0 <,711/4>
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Studentization

Edgeworth expansion of studentized statistic Z,/+/F, :

Corollary

Under some smoothness conditions on b1, b2 we get

PPV (y) = 0(y) + 00 [y (GEIDC 2] + BluaC 7. )

+ y3<czIE[DC_3/2] . )}

where

0212

1 2 3
_ [1])2 w @01]

2
C =26 / 1 [(b[11)2(Xt) + “21/’1] dt,
0
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Thanks for your attention!
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