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The logic of
scientific
discovery



“The application of the chosen test left little doubt
that the lymphocytes from household contact persons
are, by and 1arge, better breast cancer cell killers
than those from the controls.” — J. Neyman, 1976



Confirmationist vs. falsificationist reasoning



The null hypothesis

Researchers
are happy
to reject
this guy.



The logic of
scientific
discovery



The Structure
of Scientific
Revolutions



Here’s a story I don’t believe:



The “I’ve got statistical significance and I’m outta
here” attitude



I hate discrete models!

From a cognitive scientist:





What makes
me more upset
than binary
thinking?







Unfalsifiable!



But . . .
falsification of statistical models is not our goal.



1 quick tip to falsify any statistical model . . .



Birthdays!



The published graphs show data from 30 days in the year





1970 1972 1974 1976 1978 1980 1982 1984 1986 1988

Tr
en

ds

60

80

100

120
Relative Number of Births

Slow trend
Fast non-periodic component
Mean

Mon Tue Wed Thu Fri Sat SunD
ay

 o
f w

ee
k 

ef
fe

ct

60

80

100

120

1972
1976
1980
1984
1988

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Se
as

on
al

 e
ffe

ct

60

80

100

120

1972
1976
1980
1984
1988

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

D
ay

 o
f y

ea
r e

ffe
ct

60

80

100

120

New year

Valentine's day

Leap dayApril 1st Memorial day
Independence day

Labor day HalloweenThanksgiving
Christmas



Mon Tue Wed Thu Fri Sat SunD
ay

 o
f w

ee
k 

ef
fe

ct

60

80

100

120

2002
2006
2010
2014

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Se
as

on
al

 e
ffe

ct

60

80

100

120

2002
2006
2010
2014

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

D
ay

 o
f y

ea
r e

ffe
ct

60

80

100

120

New year

Valentine's day

Leap dayApril 1st Memorial day

Independence day

Labor day
9/11

Halloween
Thanksgiving

Christmas

2000 2002 2004 2006 2008 2010 2012 2014

Tr
en

ds

60

80

100

120
Relative Number of Births

Slow trend
Fast non-periodic component
Mean



Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

D
ay

 o
f y

ea
r e

ffe
ct

50

60

70

80

90

100

110

120

New year

Valentine's day

Leap day

April 1stMemorial day

Independence day

Labor day

9/11

Halloween

Thanksgiving

Christmas
13th day of month



Methodology of
Scientific
Research
Programmes



How can things go wrong?



The statistical significance filter and the resulting
feedback loop



This is what "power = 0.06" looks like.
Get used to it.

Estimated effect size
−30 −20 −10 0 10 20 30

True
effect
size
(assumed)Type S error probability:

If the estimate is
statistically significant,
it has a 24% chance of
having the wrong sign.

Exaggeration ratio:
If the estimate is
statistically significant,
it must be at least 9
times higher than the
          true effect size.



Policy!



Bad Bayes

I Model:

I y |✓ ⇠ N(✓, 1)
I p(✓) / 1

I Data:

I y = 1

I Inference:

I ✓|y ⇠ N(y , 1)
I Pr(✓>0|y) = .84

I Wanna bet??



Bad Bayes

I Model:

I y |✓ ⇠ N(✓, 1)
I p(✓) / 1

I Data:

I y = 1

I Inference:

I ✓|y ⇠ N(y , 1)
I Pr(✓>0|y) = .84

I Wanna bet??



Bad Bayes

I Model:
I y |✓ ⇠ N(✓, 1)

I p(✓) / 1
I Data:

I y = 1

I Inference:

I ✓|y ⇠ N(y , 1)
I Pr(✓>0|y) = .84

I Wanna bet??



Bad Bayes

I Model:
I y |✓ ⇠ N(✓, 1)
I p(✓) / 1

I Data:

I y = 1

I Inference:

I ✓|y ⇠ N(y , 1)
I Pr(✓>0|y) = .84

I Wanna bet??



Bad Bayes

I Model:
I y |✓ ⇠ N(✓, 1)
I p(✓) / 1

I Data:

I y = 1
I Inference:

I ✓|y ⇠ N(y , 1)
I Pr(✓>0|y) = .84

I Wanna bet??



Bad Bayes

I Model:
I y |✓ ⇠ N(✓, 1)
I p(✓) / 1

I Data:
I y = 1

I Inference:

I ✓|y ⇠ N(y , 1)
I Pr(✓>0|y) = .84

I Wanna bet??



Bad Bayes

I Model:
I y |✓ ⇠ N(✓, 1)
I p(✓) / 1

I Data:
I y = 1

I Inference:

I ✓|y ⇠ N(y , 1)
I Pr(✓>0|y) = .84

I Wanna bet??



Bad Bayes

I Model:
I y |✓ ⇠ N(✓, 1)
I p(✓) / 1

I Data:
I y = 1

I Inference:
I ✓|y ⇠ N(y , 1)

I Pr(✓>0|y) = .84

I Wanna bet??



Bad Bayes

I Model:
I y |✓ ⇠ N(✓, 1)
I p(✓) / 1

I Data:
I y = 1

I Inference:
I ✓|y ⇠ N(y , 1)
I Pr(✓>0|y) = .84

I Wanna bet??



Bad Bayes

I Model:
I y |✓ ⇠ N(✓, 1)
I p(✓) / 1

I Data:
I y = 1

I Inference:
I ✓|y ⇠ N(y , 1)
I Pr(✓>0|y) = .84

I Wanna bet??



Hypothesis testing is a bad idea:

Through a series of examples, we consider problems
with classical hypothesis testing, whether performed
using classical p-values or confidence intervals, Bayes
factors, or Bayesian inference using noninformative
priors. We locate the problem not in the use of any
particular statistical method but rather with larger
problems of deterministic thinking and a misguided
version of Popperianism in which the rejection of a
straw-man null hypothesis is taken as confirmation of
a preferred alternative. We suggest solutions
involving multilevel modeling and informative
Bayesian inference.


