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CRP $=$ A NICE WAY TO SAMPLE PARTITIONS

## Gaussian Dirichet Process Mixture Model
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\begin{aligned}
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- Goal: Perform similar analysis for the MAP in Gaussian model.
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## Result 3 (behaviour in the limit)

If $X_{1}, X_{2}, \ldots \sim P$ then $\hat{\mathcal{J}}_{\text {MAP }}\left(\boldsymbol{X}_{1: n}\right)$ 'concentrates' around 'partitions' of $R^{d}$ that maximise some given functional $\Delta$ ( $P$ bounded and continous).
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- nice interpretation of $\Delta$ (variance of CEV vs entropy)
- for $P$ bounded you can do something similar for the MAP and hence prove Result 3
- depends only on within-group covariance $\Sigma^{2}$ - 'inconsistency'!


## Illustration of the last point
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## Interested in details?

- Analysis of the maximal posterior partition in the Dirichlet Process Gaussian Mixture Model available on arXiv.org and accepted to Bayesian Analysis
- Poster:



## Thank you for your attention



