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Hawkes process modelling of the pandemic

1. Data from Israel  
Vaccine for data deal with Pfizer/BioNTech

(Marianna Mavroleftherou’s project) 


2. Data from England  
ONS/Oxford survey

(Adam Davison’s project) 


The only issue that did come up was in combining data sets with di↵erent periods of observation.
For example, daily cases and daily observations. Daily cases began being recorded in early 2020
whereas vaccinations began being recorded in early 2021. Hence combining two data sets of this
form becomes problematic and there were three options I considered when tackling this.

1. Replace all ’blank’ observations with N/A values.

2. Replace all ’blank’ observations with 0 values.

3. Remove all observations up to the latest data start date e.g. in the example above, remove
data up to the start date of the vaccination data.

Naturally each of these solutions had upsides and downsides. Although solution 2 allows the
most ease within plotting and analysis the 0 values can be misleading in terms of fitting models and
visualising the ’rate’ of increase. Solutions 1 and 3 have lots of similarities, notably N/A values are
not considered when plotting however they can cause issues during the likelihood algorithm. Due
to this I opted to use a combination of these methods depending whether I was in the exploratory
phase or the modelling phase. This did not prove to be an issue outside of ensuring that I maintained
organisation my working data frames.

2.2 Exploratory Data Analysis

2.3 Waves

I order to compare the e↵ects of vaccinations I chose to model each wave of Covid-19 separately.
In doing this I would allow for models to vary with time despite having constant parameters
individually and be able to compare how these parameters changed throughout the course of the
pandemic. As I was working with the 7 day rolling average this smoothed the data making it easier
to classify the waves, I believe the waves are quite distinct and they are all shown below.

Figure 1: A graph to show where the specified waves are within the case/death data

I generally attempted to begin the wave before the initial period of rapid self-excitation and
end it when the decline began showing signs of increasing again. Below is a brief summary of each
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Self-exciting temporal point process described by the conditional intensity function:
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Number of daily cases (or deaths) 
[e.g. Rousseau et al 2020]



Hawkes process modelling of the pandemic

1. Data preprocessing

  Small counts, smoothing

Model fitting in practice:

2. Waves 
Piecewise fitting, piques

3. Likelihood function 4. Inference 
• ML with Nelder-Mead 

• Bayesian posterior MCMC
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English data:
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Further and future work:

• Models including age

• Including vaccination rates

• Testing coverage/reliability

• Behavioural indicators (e.g. google searches or mobility)

• Lockdown effects

• Events (e.g. football, holidays) and interaction with other factors

• Mixture population

• Regional models
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3 Design

3.1 Model Design

3.1.1 State Flow

Figure 2: Possible states and transitions

The diagram above describes the di↵erent states (also called compartments) which an individual
can be in, with the arrows representing some probability of transitioning between said states. It
is important to note that these probabilities are not necessarily fixed, for example the probability
of becoming infected will be di↵erent for each individual and at each time-step due to a multi-
tude of factors. Following what was said in the research section, the four main compartments are:
Susceptible - not yet infected, cannot spread disease; Infected - currently has disease, can spread;
Quarantined - likely had disease as tested positive, but isolated so cannot spread; Recovered - re-
covered from previously having disease, assumed to have natural immunity. Within each major
compartment, there are a number of sub-compartments which are used to represent the amount of
time spent in the compartment. Here, ↵ represents the length of time the simulation runs for as
specificied by the user, as that is the maximum possible time someone can be susceptible for. � is
some maximum infective period which can also be set by the user, which will prevent the possibility
of someone permanently being considered infective. Finally, � is the fixed quarantine period, after
which point an individual is either deemed to be susceptible again (in the case of a false positive
test), or recovered.

Given the research has shown that certain probabilities will come from time-dependant variables
(e.g. the probability of becoming infected depends on the viral load of the surrounding people), it is
vital that the time spent in each compartment is also being stored. This is because the alternative
would involve finding the length of time spent in a compartment for each agent at each time-step
by recursively going through the agents past until a time at which they were in a di↵ering state,
and subtracting that time from the present. This would clearly make the program much more
computationally expensive then if this variable were to simply be stored as a part of the individuals
state, and although storing the variable does increase the spacial complexity, it is worthwhile trade-
o↵.

In terms of possible transitions, when an agent is susceptible, at each time-step except the last,
they have some probability of becoming infected or quarantined. The probability of becoming
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infected will be worked out via some modified force of infection that will be explained further on,
and the probability that they will test positive is 1 - specificity by definition. The reason why the
individuals in S↵ cannot move between states is that is when the simulation has finished. Once
infected, an individual can become quarantined, which is worked out by taking the sensitivity of
the given test, and scaling it by the agent’s viral load. This means that the average probability of
testing positive should not change, whilst also taking into account the di↵erence in concentration of
viral shedding over time. The other possibility is becoming recovered, which is worked out via the
gamma distribution described in the research section. The case of quarantined was covered above,
with a fixed quarantine period after which the user becomes susceptible again or recovered. Finally,
we assume here that recovered is an absorbing state (i.e. no outward connections), due to research
seeming to imply that the natural immunity one obtains after becoming infected would last longer
then the typical scope of the model [33].

3.1.2 Data Structure

Figure 3: Data structure to store states

In terms of how the data itself is stored, at a given time-step the states of all the agents are stored
in a data frame (e↵ectively a table) as shown above. Then, all of the time-steps are stored in a
list, such that the table at index i corresponds to the overall state at time i. Data frames are used,
as storing multiple agents with multiple features requires a tabular format, with data frames being
advantageous over other data structures such as two dimensional list or matrices. Compared to
matrices, data frames are much more flexible, as they allow for the storage of multiple data types.
Data frames are also preferable to two dimensional lists as they have more built-in functionality
such as the filter function, making them easier to work with.

Looking at the column headers, personID is a unique identifier for each agent, and yearID describes
which class/year they belong to. Currently these are the same in the model (i.e. looking at a
one-form entry school), however this could be easily amended by also adding a classID column to
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4.3.2 Next state

Figure 6: newState function which generates the next state for a student

The state at the next time-step is probabilistically determined via the state in the present. More
specifically, the algorithm goes through each agent in the current time-step, and based on the rules
defined in the state flow section and figure 2, it determines what compartment they are in for the
next one. Then, the by combining all of these new values for agents, the new state is created.

4.3.2.1 Susceptible If an agent is in the susceptible compartment, they can either become
infected or quarantined. As stated before, what takes precedence is a positive test for COVID
causing the agent to become quarantined, which is worked out by taking an observation from a
binomial distribution. Specifically, the size of the variable being sampled is the positive result
threshold, and the probability being (1� IP(specificity)) ⇤ day is a test day. Then, if the value of this
observation equals the positive result threshold, the agent is moved into the quarantine compartment
(specifically one for those not actually infected), and the time in state variable is reset to 1.

As stated in the research section, the aim is to define some �i,j such that it accounts for the indi-
vidualised risk of infections, as well as have (�i,j) = �j . We define this such that
�i,j =

1
N ci�0 P

k2I(j) sjri,k�k, where:
�i,j is the individual force of infection for agent i at time j,
N is the population size,
ci is the catch multiplier for agent i,
�0 is the catch rate
I(j) is infected population at time j,
sk is the spread multiplier for agent k,
rk,i is the relationship modifier between agents k and i,
�k is the scaled infectiousness of agent k, which is simply their viral load divided by the mean viral
load.

These variables can be assumed to be mutually independent (since ci, sj are both taken from
N(1, 0.12) distributions separate from the rest of the code, and there is no obvious link between
what day an individual is in their infection and what the relationship between the infected and
susceptible individuals is. Thus, we have that
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• ‘percVaccInfected’ and ’percUnVaccInfeced’ - Describes the percentages of vaccinated and un-
vaccinated agents who are at some point infected. This is important to try avoid any possible
mis-attributions of a change in the prevalence of vaccinations on other factors.

• ‘totalTests’ - How many tests total have been given out to agents.

• ‘runTime’ - Not in final algorithm, but included in development to see how long each simulation
takes to run.

4.4 MultiSim File

Within the MultiSim file, the Sim file is being imported, with the whole Sim file e↵ectively being
one function which takes in all of the parameters and runs a single simulation. It is therefore in the
MultiSim file where each default parameter value is defined in order to be passed.

4.4.1 Finding Average Values

Averaging the results of multiple simulations is done by the ‘findAvg’ function, which can be seen
as a wrapper for the Sim file. Like the Sim file, it can take in every parameter for a simulation,
but it resorts to the default values for the parameters not supplied by the user. It will then run
the simulation for the prescribed number of times, and record the results in graphing and summary
tables, with the final outputs of the findAvg function being the averages of these tables.

4.4.2 Plotting

Figure 8: Example Plot with Legend
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6.2.1 Scenario 1: Testing

Figure 11: Results from Alternative Testing Methods

One can notice that as the sensitivity of the test increases, so does the total time spent quarantining.
This makes sense, as by definition, tests that are less sensitive are less likely to pick up positive cases,
and this is e↵ect is further magnified by the fact that individuals often double-check tests with lower
specificities and sensitivities since they are seen as less trustworthy. Whilst this might lower the
chance of the individual have a false positive result, it does however mean that even less individuals
end up isolating, since the probability of having two positive tests whilst infected is the square of
having a single positive test. Note that this increase from the fictional ‘less sensitive’ test to LFT
testing is much lower than that of LFT to PCR testing, which means there is a greater cost associated
with PCR testing then LFT testing. As such, associated classMax, meanVar and overThreshold all
follow the same pattern, though interestingly LFT and PCR testing have a similar value for the
overThreshold value, whilst the least sensitive test has a much lower value, though this is probably
due to the specific threshold value chosen.
In terms of the total number of infected, all three testing schemes seem to end up with a majority
of the population becoming infected, though as expected, this value decreases as the sensitivity of
the test increases. The time taken for the infection to end follows the same pattern, with the less
sensitive test often not even ending in the 175 day time-span.
Another very important figure to compare for testing schemes is the total number of tests given out.
Once again, it is not surprising that the more tests given out per week, the more the total number
of tests given out is. This value is likely to be slightly exaggerated as well by the fact that the
higher sensitivity tests have more individuals ending up in quarantine, which is less people taking
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• Vaccinations

• Fitting/comparing with real data

• Case study based on data from a secondary school

Further and future work:



3 Microscopic imaging of blood samples in (long) Covid
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Data from experimental work by Pretorius et al., 2021

and platelet activation, clumping. An overall result is produced by combining the
scores. This will be used to classify the patient’s level of clotting physiology which
will advise the clinical practice.

Using fluorescence microscopy, Venter et al. [2020] and Laubscher et al. [2021]
observed some di↵erences between the platelets of healthy volunteers and Covid-19
platelets. Minimally activated platelets were observed in healthy/control samples;
Small round platelets with a few pseudopodia formations are visible (Stage 1 - Figure
1.2 (a)) with no clumping (Stage 1 - Figure 1.2 (b)). The platelets of Covid-19 are
initially characterized by pseudopodia formations and later develop into egg-shaped
platelets, which indicate spreading and the beginning of clumping (Stage 4 - Figure
1.2 (a)) progressing to severe clumping of platelets (Stage 4 - Figure 1.2 (b)).

In the haematocrit samples, two fluorescent antibodies were used: CD62P
(platelet surface P-selectin) and PAC-1 (activated GP IIb/IIIa). For the fluores-
cence images, a schema of magenta and green has been used; The CD62P-PE signal
can be found in the magenta channel whereas PAC-1 can be found in the green
channel. P-selectin biomarker (also known as CD62P) is an inflammatory coagula-
tion biomarker involved in clotting which is known to modulate interactions between
blood cells and endothelial cells. This biomarker is well-known to interact with, and
cause pathology to, platelets and erythrocytes. The antibody PAC-1 is correlated
with platelet activation.

(a) Di↵erent stages of platelet activation
and spreading

(b) Di↵erent stages of platelet clumping

Figure 1.2: Grading system. Fluorescence microscopy examples of the di↵erent
stages of: (a) platelet activation and spreading, and (b) platelet clumping. Reprinted
from Laubscher et al. [2021].
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3 Microscopic imaging of blood samples in (long) Covid

• Diagnostic criteria

• Treatment

• Progression

• Timing of intervention

• Automation of diagnosis


Challenges:
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• Diagnostic criteria

• Treatment

• Progression

• Timing of intervention

• Automation of diagnosis


Challenges:



Confocal microscope: 
• Field of view limited by 

geometric optics
• Pinhole in front of the detector 

to eliminate out-of-focus signal
• Long exposure required
• Scanning arrangement to build 

up image of larger region
• Better resolution

Confocal microscope

https://www.britannica.com/technology/microscope/Confocal-microscopes

Wide-field microscopy: 
• All of specimen excited at 

the same time
• Large unfocused 

background 



Fluorescent proteins: 
• Sample 

Confocal microscope: 
• Field of view limited by 

geometric optics
• Pinhole in optically conjugate 

plane in front of the detector to 
eliminate out-of-focus signal

• Long exposure required
• Scanning arrangement to build 

up image of larger region

Fluorescent microscope

https://www.wikiwand.com/en/
Fluorescence_microscope

Filters out all wavelengths  
of the light source, except 
fluorophore’s excitation 
range

Reflects excitation signal 
towards fluorophore and 
transmits emission signal 
towards the detector 

Filters out entire excitation 
range and transmits 
fluorophore’s emission range

Fluorescent microscope: 
• high intensity light source 
• excites a fluorescent species 

in a sample
• Sample emits different 

wavelength

Labelled with fluorescent 
protein (e.g. GFP)



Confocal fluorescent laser microscope

https://en.wikipedia.org/wiki/Green_fluorescent_protein#/media/File:Fluorescence_from_Fluorescent_Proteins.jpg

Fluorescent confocal microscope: 
• Combination of two ideas in microscopy technology
• High resolution images 
• Life cells
• 2D or 3D through scanning schemes
• Multi-channel through use of range of fluorescent proteins

https://www.biocompare.com/25608-Microscopes-and-Cell-Imaging-Systems/14617250-ZEISS-LSM-980-Confocal-
Laser-Scanning-Microscope/?pda=25608|14617250_0_1|2254289,2254327|1|&dfp=true



Example: 
3 components in dividing human cancer cells

 

Scanning scheme for 
fluorescent imaging: 

• Blue: Chromosomes (DNA) 

• Green: INCENP (protein) 

• Red: microtubules

• Fluorophores imaged 
separately using different 
excitation and emission filters

• Images captured sequentially

• Overlaid

http://www.intechopen.com/books/novel-gene-therapy-approaches/identification-and-validation-of-targets-for-cancer-immunotherapy-from-the-bench-to-bedside


Microtubules formation during mitosis

https://science.sciencemag.org/content/300/5616/91/tab-figures-data
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• Diagnostic criteria

• Treatment

• Progression

• Timing of intervention

• Automation of diagnosis


Challenges:



3 Microscopic imaging of blood samples in (long) Covid
compare collections of point patterns. The EDA for these data included estimation of
the intensity estimate, K-function, nearest neighbour function, empty space function
and, pair-correlation function. The following is a representation of the exploratory
analysis procedure that was conducted. It should be noted that the following process
is applied on four images of the dataset (See Figures 3.2, 3.3, 3.4 and 3.5), however
the same process was followed for all images.

(a) (b) (c)

Figure 3.4: Original microscopy images of (a) Covid-19 case subject 7, image 4, (b)
Control subject 2, image 4, and (c) Control subject 2, image 7.

(a) (b) (c)

Figure 3.5: Spatial point patterns of (a) Covid-19 case subject 7, image 4, (b)
Control subject 2, image 4, and (c) Control subject 2, image 7.

Density estimate

As described in Section 2.6.1, the density estimate is computed as non-parametric
isotropic kernel estimate of the intensity function of the inhomogeneous point process
X. For our data, the default setting was used, as explained in Diggle [1985]; The
density estimate is computed using the convolution of the isotropic Gaussian kernel
with all the point masses at each point in the point pattern x, where each point has
unit weight. In most cases, as it is in our dataset, the bandwidth used to compute
the density function of a kernel is equal to the standard deviation of the smoothing
kernel.

Typically, plots of kernel estimates of intensities are used in order to get a sense
of spatial variations of intensities in a local area and to determine how they vary
from place to place. Looking at Figure 3.6 it can be seen that in all of the density
plots there are variations in intensities; Where sections have a high density, this
indicates the presence of clusters.
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Controls showing patterns corresponding to being completely 
spatially at random



3 Microscopic imaging of blood samples in (long) Covid

statistical tests, independent observations are assumed. However, the application of
this assumption to correlated observations can lead to an overestimation or under-
estimation of the p-values.

A Within-Subject Comparison occurs when the subjects are compared to them-
selves under multiple treatments or at several physical locations or at di↵erent
times; Comparisons of a subject to itself can reduce variability considerably. By
ignoring correlations, analyses will overestimate/underestimate variability, increas-
ing/decreasing the p-values artificially and decreasing/increasing chance of observ-
ing a significant e↵ect, depending on whether the correlation is positive or negative.
(Sainani [2010]).

2.8 Circularity and roundness measures

This section outlines methods for measuring shape parameters of particles within a
two-dimensional image. Particle shapes can be determined based on diameters, ar-
eas, and perimeters. Several measures are introduced below in order to di↵erentiate
between a circle and an elongated shape.

Circularity or Form Factor is defined as the ratio of the surface area of an
object to the square of its perimeter (Cox [1927], Leach [2013]). Mathematically,

MFf =
4⇡A

p2

where MFf : form factor, A : surface area, and P : perimeter. Circularity is
essentially a ratio of area to perimeter normalised to one, with reference to a 2-
dimentional image. Thus objects whose values of circularity are close to one have a
round shape, whereas values close to zero suggest an increasingly elongated shape.
According to this, circularity can be modified in two ways: by altering the area and
by altering the perimeter of a particle.

Assume a perfect round circle, then circularity is constant since the area and
perimeter do not change. By increasing the perimeter, and by keeping the area
constant, circularity decreases as a result. This can be visually seen in Figure 2.1.

Figure 2.1: Idea of deviation from a perfect circle. Narrow solid lines denote perfect
circles before transformation. Reprinted from Takashimizu and Iiyoshi [2016].

Alternatively, by decreasing the area, and by keeping the perimeter constant,
circle is transforming to an ellipse. This can be visually seen in Figure 2.2.

Roundness is defined as the ratio of the surface area of an object to the area of
the circle whose diameter is equal to the maximum diameter of the object (Leach
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Figure 2.2: Idea of deviation from a perfect circle. Narrow solid lines denote perfect
circles before transformation. Reprinted from Takashimizu and Iiyoshi [2016].

[2013]). Mathematically,

MRN =
4A

⇡D2
max

,

where MRN : roundness, Dmax : maximum diameter, A : surface area and where the
diameters are calculated using euclidean distances. Roundness is essentially a ratio
of area to maximum diameter normalised to one, with reference to a 2-dimentional
image. Thus objects whose values of roundness are close to one have a round shape,
whereas values close to zero suggest an increasingly elongated shape.

Aspect Ratio is defined as the ratio of the maximum diameter to the minimum
diameter (Leach [2013]). Mathematically,

MAR =
Dmax

Dmin
,

where MAR : aspect ratio, Dmax : maximum diameter, Dmin : minimum diame-
ter, and where the diameters are calculated using euclidean distances. Using the
definition of aspect ratio, roundness can be defined as

MRN =
1

MAR
.
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Circularity:

Roundness:

Morphological measures
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(a) (b)

Figure 4.4: Boxplots of the circularity index, for observations divided into controls
and treatments. Figure (a) uses as scores the average values of circularity indexes,
and Figure (b) uses as scores the overall minimum circularity. Medians are indicated
by solid horizontal lines and means by dashed horizontal lines.

Roundness comparison

Figure 4.5 (a) uses as scores the average roundness of the platelets of each patient.
The boxplot of the control group appears to be higher than that of the Covid-19
group, and to have a larger variability. Figure 4.4 (b) uses as scores the overall
minimum roundness index. Like in Figure 4.5 (a), the boxplot of the control group
is considerably higher than that of the Covid-19 group. In both approaches, the
platelets in the control group are rounder, as the roundness is interpreted as the
particle becoming less round as the roundness decreases. Though, again, these
observations are not definitive.

4.2.3 Permutation testing

After comparing the summary statistics and characteristics between the two groups,
the next step is evaluating the significance of those di↵erences quantitatively by
conducting permutation tests. This section aims mainly to quantify the significance
of reported test statistic values using nonparametric permutation testing, which was
defined in Section 2.7.2. Furthermore, it should be stressed that the results of the
permutation testing will not represent any conclusions regarding the statistical tests,
as the sample size is insu�cient, and for this reason the study uses various possible
approaches to tackle the problem.

As opposed to assuming distributions, permutation tests construct them by
resampling the observed data by permuting the data. Each time a permutation is
performed, a certain aspect of the data is recalculated, which in this study is the
di↵erence in means between two groups of data. Data is then randomly permuted
again, repeatedly for thousands of times; in this study, ten thousand repetitions
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(a) (b)

Figure 4.5: Boxplots of the roundness index, for observations divided into controls
and treatments. Figure (a) uses as scores the average values of roundness indexes,
and Figure (b) uses as scores the overall minimum roundness. Medians are indicated
by solid horizontal lines and means by dashed horizontal lines.

were made. As a result of all the permutations, the test statistic is generated as
a distribution, which is then compared to the original observed value. Finally, a
p�value is computed in order to determine whether the observed value is unusually
large relative to the permuted data.

The only assumption that must be met in order to conduct the permutation
testing procedure is the assumption of exchangeability. Our dataset complies with
this assumption, since we have a stronger assumption that of independence. For
instance, within the framework of point processes, which incorporates the point
pattern and mean distance tests, under the null hypothesis, the labelling of point
patterns as members of the collections xI0 and x

I1 is interchangeable because they

are viewed as independent realisations of the same point process, X
d
= X

0 d
= X

1.

In addition to this relaxed assumption required by the permutation test, there
were another two main reasons why permutation tests were carried out in this study:
Firstly, the sample size is minimal and, as a consequence, there is not enough sta-
tistical power to determine statistical significance. The second reason is that not
all data do not meet the assumptions for parametric approaches. A Kolmogorov-
Smirnov normality test was conducted and it was determined that some observed
values do not come from the standard normal distribution. As the normality test
requires at least four observations, it was only conducted for the Covid-19 group.

The Table 4.1 below presents the p�values computed from the normality test.
It should be noted that the 5% significance level is not a natural constant and
therefore it should not be given too much authority. Thus, the Pattern size and
Circularity using approach (b) characteristics, are very close to the 5% significance
level and could indicate some evidence of non-normality.
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