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Green’s functions

In the Fourier domain, the Green’s function G̃jk(xj , yk;ω) denotes the response at xj in neurite j to an
input in neurite k at yk. For models which consist only of a single neurite, such as the infinite dendrite,
these subscripts are omitted. With an additive input on neurite k in the Fourier domain Ĩ(yk;ω), the
voltage in neurite j in terms of frequency is given by

ṽj(xj , ω) =

∫
R

G̃jk(xj , yk;ω)Ĩ(yk;ω)dyk, (S1)

where R denotes the extent of the input neurite. After taking the inverse Fourier transform we find the
voltage in the time domain in terms of a double integral

vj(xj , t) =
1

2π

∞∫
−∞

eiωtdω

∫
R

G̃jk(xj , yk;ω)Ĩ(yk;ω)dyk. (S2)

The Green’s function in the Fourier domain for Eq (19) satisfies the equation

γ2j G̃jk = λ2j
∂2G̃jk
∂x2j

+ δjkδ(xj − yk), γj =
√

1 + iωτj , (S3)

where δjk is the Kronecker delta function. Eq (S3) has the general solution

G̃jk(xj , yk;ω) = c1e
−xjγj/λj + c2e

xjγj/λj − δjk
θ(xj − yk)

2γjλj
[e(xj−yk)γj/λj − e−(xj−yk)γj/λj ], (S4)
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where the Heaviside step function θ(.) is only relevant if the input neurite and output neurite are the
same. As the Green’s function inherits the boundary conditions of the system it describes, we apply a
model’s boundary conditions to Eq (S4) to obtain the specific solution. Green’s functions for each of the
cases studied in this paper are given later in this appendix. For an infinite dendrite, the Green’s function
has the well-known form [1]

G̃∞(x, y;ω) =
e−|x−y|γ/λ

2γλ
. (S5)

For multiple neurites and a soma, one can build more complex Green’s functions from a generalisation
of Eq (S5) using the sum-over-trips formalism [2, 3]

G̃∞(xj , yk;ω) =

{
e−|xj−yk|γk/λk/(2γkλk), j = k

e−(xjγj/λj+ykγk/λk)/(2γkλk), j 6= k
. (S6)

The only additional calculation that needs to be made is the segment factor f̃(ω). This quantity is the
ratio of the admittance of the input neurite Yk (with k=α indicating the axon), to the total admittance
of all neurites which radiate from the same node. For n dendrites radiating from a node with a soma this
is

f̃(ω) =
Yk

Yα + Y0 +
∑n
j=1 Yj

. (S7)

For each neurite, the admittance is given by

Yj = 2πgjajλjγj , (S8)

where gj is the total membrane conductance (including tonic synaptic conductance) while for a soma
with membrane conductance G0, the admittance is

Y0 = G0γ
2
0 , γ20 = 1 + iωτ0. (S9)

If there is only a single path from xj to yk and j 6= k, then the Green’s function is given by Eq (S25)

G̃jk(xj , yk;ω) = 2f̃(ω)G̃∞(xj , yk;ω). (S10)

Calculation of mean and variances

The input I to each neurite has a deterministic and stochastic component, which in the Fourier domain
are

Ĩk = 2πδ(ω)µk + s̃k, s̃k =
2σs
√
λkτsξ̃(xk;ω)

1 + iωτs
, (S11)

where we have again removed the units from distance. Since the system is linear, this means that the
voltage will have a mean and fluctuating component

v(x, t) = 〈v(x)〉+ vF (x, t). (S12)

Substituting Ĩ into Eq (S2) and taking the expectation, the mean in neurite j due to input in k is

〈vjk(xj)〉 = µk

∫
R

G̃jk(xj , yk; 0)dyk (S13)

while the fluctuating component is

vFjk(xj , t) =
σs
√
λkτs
π

∞∫
−∞

eiωtdω

∫
R

G̃jk(xj , yk;ω)

1 + iωτs
ξ̃(yk;ω)dyk. (S14)
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Thus the variance contribution from neurite k is obtained by squaring vFjk and taking the expectation,

noting that 〈ξ̃j(yj , ω)ξ̃∗k(y′k, ω
′)〉 = 2πδjkδ(y − y′)δ(ω − ω′) 1

σ2
vjk(xj) =

2σ2
sλkτs
π

∞∫
−∞

dω

∫
R

|G̃jk(xj , yk;ω)|2

1 + ω2τ2s
dyk, (S15)

and similarly the variance of the voltage time derivative is found by multiplying the integrand of Eq (S15)
by ω2

σ2
v̇jk(xj) =

2σ2
sλkτs
π

∞∫
−∞

dω

∫
R

ω2|G̃jk(xj , yk;ω)|2

1 + ω2τ2s
dyk. (S16)

This approach is equivalent to that found in [4], where the integrand of Eqs (S15, S16) is proportional
to the power spectral density of the voltage.

For n dendrites with synaptic input, the response in the axon is simply the linear sum from each
dendrite,

〈vα(xα)〉 =

n∑
k=1

〈vαk(xα)〉, vFα(xα) =

n∑
k=1

vFαk(xα), (S17)

and since the stochastic drive between dendrites is uncorrelated, the variance contributions from each
dendrite also sum linearly,

σ2
v(xα) =

n∑
k=1

σ2
vαk(xα), σ2

v̇(xα) =

n∑
k=1

σ2
v̇αk(xα). (S18)

For dendrites with identical properties and drive, this means we can multiply Eqs (S15, S16) by n to
obtain the total values of σ2

v and σ2
v̇ .

In all the cases given, 〈v〉 is analytically calculable. For the infinite dendrite 〈v〉 = µ, while the resting
potential in the axon for n dendrites is

〈v(xα)〉 = nµe−xα/λα f̃n(0) (S19)

and the addition of a soma changes this to

〈v(xα)〉 = nµe−xα/λα f̃n0(0). (S20)

For many simple cases - such as the sealed dendrite, one-dendrite, and two-dendrite models - closed-
form expressions for the variances are attainable. For all cases with an axon and/or soma with different
membrane properties to the dendrite, the ω-integral can be calculated numerically or approximated in a
limit of interest. However, given the n in the denominator of f̃n and f̃n0, we expect from Eqs (S15, S16)
that the variances scale as ∼ 1/n for large n.

Derivation of Green’s functions

Closed dendrite

For the closed dendrite with length l, the region of integration is R = [0, l]. Given the zero-current
boundary conditions at the ends (x = 0, x = l)

∂v

∂x

∣∣∣∣
x=0

= 0 =
∂v

∂x

∣∣∣∣
x=l

, (S21)

we can solve the Green’s function differential equation, Eq(S3), to obtain [1]

G̃(x, y;ω) =
cosh[(l − |x− y|)γ/λ] + cosh[(l − |x+ y|)γ/λ]

2λγ sinh(lγ/λ)
. (S22)

1ξ(y, ω) =
∫∞
−∞ ξ(y, t)e−iωtdt, ξ∗(y′, ω′) =

∫∞
−∞ ξ(y′, t′)eiω

′t′dt′

〈ξ(y, ω)ξ∗(y′, ω′)〉 =
∫∞
−∞ dt

∫∞
−∞〈ξ(y, t)ξ(y

′, t′)〉e−iωteiω
′t′dt′ = δ(y − y′)

∫∞
−∞ e−i(ω−ω′)tdt

∴ 〈ξ(y, ω)ξ∗(y′, ω′)〉 = 2πδ(y − y′)δ(ω − ω′).
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Dendrite and axon

Using the sum-over-trips method, G̃jk is given by the sum of infinite Green’s functions of each path
which traces back from output position xj to input position yk. If a given path has length ltrip, then we
represent this sum as [2, 3]

G̃jk(xj , yk;ω) =
∑
trips

Atrip(ω)G̃∞(ltrip;ω), (S23)

where Atrip is the trip coefficient that depends on the intersections between cables that a trip must path
through. Since the neurites we consider are semi-infinite, there is only a single trip for a path from the
axon to the input dendrite (however, the sum-over-trips approach provides a method for straightforward
generalisation to dendrites with closed ends). The only trip coefficient required is that for transmission
through a node which is given by Atrip = 2f̃(ω) [3]. Therefore, the Green’s function from the dendrite
k=1 to the axon, j=α, is given by

G̃α1(xα, y1;ω) = 2f̃(ω)G̃∞(xα, y1;ω), (S24)

which upon substitution of f̃ and G̃∞ yields

G̃α1(xα, y1;ω) =
g21λ

3
1γ1

λ1γ1(g21λ
3
1γ1 + g2αλ

3
αγα)

e−(xαγα/λα+y1γ1/λ1). (S25)

Multiple dendrites and axon

When there are n dendrites, the segment factor becomes

f̃n(ω) =
g21λ

3
1γ1

ng21λ
3
1γ1 + g2αλ

3
αγα

, (S26)

and hence the Green’s function for the axonal response is

G̃α1(xα, y1;ω) =
g21λ

3
1γ1

λ1γ1(ng21λ
3
1γ1 + g2αλ

3
αγα)

e−(xαγα/λα+y1γ1/λ1). (S27)

Since all dendrites have the same properties for this model, we can then claim that G̃α1 = G̃α2 = ... = G̃αn.

Dendrites, soma and axon

For an electrically significant soma, the segment factor is now

f̃n0(ω) =
ρ1γ1

γ20 + nρ1γ1 + ραγα
, (S28)

hence the Green’s function is

G̃α1(xα, y1;ω) =
ρ1γ1

λ1γ1(γ20 + nρ1γ1 + ραγα)
e−(xαγα/λα+y1γ1/λ1). (S29)

Derivation of variances

While there are other methods for obtaining variances that may be more convenient for the models which
provide closed-form solutions (such as a Green’s functions in time [5] or Fourier series decomposition
[5, 6, 7]) the method we present here extends most easily to arbitrary neuronal structures. For clarity of
explanation, we derive the two-dendrite model first.
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Two-dendrite model

For the two-dendrite model |G̃|2 is given by

|G̃(x, y;ω)|2 =
e−|x−y|z/λ

4λ2|γ|2
, (S30)

where the definition zj = γj + γ∗j is useful for keeping the algebra compact. We can readily integrate

|G̃|2 with respect to y after substituting into Eq (S15) with R = (−∞,∞) to obtain a result in which all
factors of λ cancel

σ2
v =

σ2
sτs
π

∞∫
−∞

dω

z|γ|2(1 + ω2τ2s )
. (S31)

Using the substitution ωτv = 2q
√
q2 + 1 and splitting into partial fractions this integral becomes

σ2
v =

2σ2
sτs
πτv


∞∫
0

dq

q2 + 1
−
∞∫
0

4τ2s q
2dq

τ2v + 4τ2s q
2(q2 + 1)

 , (S32)

which can be resolved to give Eq (26).

One-dendrite model

Defining iu = γ − γ∗ we find

|G̃(x, y;ω)|2 =

{
e−xz/λ(eyz/λ + e−yz/λ + eiyu/λ + e−iyu/λ)/(4λ2|γ|2), y < x

e−yz/λ(exz/λ + e−xz/λ + eixu/λ + e−ixu/λ)/(4λ2|γ|2), y > x
, (S33)

which integrates with respect to y with R ∈ [0,∞), giving

σ2
v =

σ2
sτs
π

∞∫
−∞

dω

|γ|2(1 + ω2τ2s )

[
1

z
+ e−xz/λ

sin(xu/λ)

u
+ e−xz/λ

cos(xu/λ)

z

]
. (S34)

We can see that at x = 0 the variance is double the two-dendrite case and as x→∞ the variance becomes
equal to the two-dendrite case. For general x we can change the integration variable in a similar manner
to the two-dendrite model to obtain the desired result.

Closed dendrite

With the closed dendrite, |G̃|2 is more lengthy

|G̃(x, y;ω)|2 =
{

1
2 cosh[(l − x+ y)z/λ] + 1

2 cos[(l − x+ y)u/λ]

+ 1
2 cosh[(l − x− y)z/λ] + 1

2 cos[(l − x− y)u/λ]

+ cosh[(l − x)z/λ] cos(yu/λ) + cosh(yz/λ) cos[(l − x)u/λ]
}
/D, y < x (S35)

=
{

1
2 cosh[(l + x− y)z/λ] + 1

2 cos[(l + x− y)u/λ]

+ 1
2 cosh[(l − x− y)z/λ] + 1

2 cos[(l − x− y)u/λ]

+ cosh[(l − y)z/λ] cos(xu/λ) + cosh(xz/λ) cos[(l − y)u/λ]
}
/D, y > x (S36)

where D = 2λ2|γ|2[cosh(lz/λ)− cos(lu/λ)]; however, we can see that all the functions involved will have
closed-form integrals with respect to y.
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Dendrite and axon

For the dendrite and axon, we will leave |G̃|2 in terms of the segment factor to show how this approach
extends to multiple dendrites and the addition of a soma

|G̃α1(xα, y1;ω)|2 =
|f̃1(ω)|2

λ21|γ1|2
e−(xαzα/λα+y1z1/λ1). (S37)

Integrating with respect to y with R = [0,∞) gives,

σ2
v(xα) =

2σ2
sτs
π

∞∫
−∞

|f̃1(ω)|2e−xαzα/λα
z1|γ1|2(1 + ω2τ2s )

dω, (S38)

which generalises to n dendrites or the addition of a soma by replacing |f̃1|2 with |f̃n|2 or |f̃n0(ω)|2
respectively.

Calculation of axonal parameters

Assuming that the following parameters have the same value in the dendrite and axon: EL, gL and cm,
we can express the axonal parameters in terms of the dendritic ones. Since there is no synaptic drive in
the axon, gα = gL, while in the dendrite g1 = gL + 〈gs〉. We denote the ratio between the membrane
time constants as ε, which given constant cm is

ε =
τα
τ1

=
g1
gα

=
gL + 〈gs〉

gL
. (S39)

Recalling our definitions of E and µ in the dendrite as,

E =
ELgL + Es〈gs〉
gL + 〈gs〉

, µ = E − EL, (S40)

we can rearrange to find an expression for ε in terms of potentials alone,

ε =
EL − Es

EL + µ− Es
. (S41)

Hence we can calculate τα in terms of τ1 given µ, EL and Es. For EL = −70mV, Es = 0mV and
µ = 10mV this results in ε = 7/6.

When aα and a1 are fixed - as in Figs 5, 6c, and 7b - we can calculated λα in terms of a given λ1.
Recalling the definition of the length constant from Eq (7) and making the reasonable assumption that
the axial resistivity ra is the same in the dendrite and axon, we have

λ1 =

√
a1

2g1ra
, λα =

√
aα

2gαra
,

λα
λ1

=

√
aαg1
a1gα

. (S42)

Taking gα = gL again and our earlier definition of ε in Eq (S39), we can write this as

λα
λ1

=

√
ε
aα
a1
. (S43)

Finally, for the electrically significant soma in Fig 7 we give ρ1 but not ρα, noting that it can be calculated
given λ1 and λα or a1 and aα. Recalling our definitions of ρ and ε we find

ρ1 =
2πa1g1λ1

G0
, ρα =

2πaαgαλα
G0

,
ρα
ρ1

=
1

ε

aαλα
a1λ1

. (S44)

Hence when λ1 and λα are fixed as in Fig 7a,c,d we have

ρα
ρ1

=
1

ε2
λ3α
λ31
, (S45)

while when a1 and aα are fixed as in Fig 7b

ρα
ρ1

=
1√
ε

a
3/2
α

a
3/2
1

. (S46)
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Accuracy of the upcrossing approximation

The accuracy of the upcrossing approximation in the one-dendrite model was assessed using the spike-
coincidence measure Γ [8] between two simulated processes subject to the same synaptic drive, one with
reset and one without (as shown earlier by the orange and blue traces in Fig 1b). This measure was
chosen because it highlights not only if the mean upcrossing rate is similar to the threshold-reset rate,
but also whether the upcrossing events occur at similar times to the reset events. For a time window ∆
over which to determine coincident events

Γ =
2(Nc − 〈Nc〉)
n(Ntr +Nuc)

, n = 1− 2ruc∆, (S47)

where Nc is the number of simulated coincident events, Ntr is the number of threshold-reset events, Nuc

is the number of upcrossing events, and 〈Nc〉 = 2rucNtr∆ is the expected number of coincident events
between the threshold-reset process and a Poisson process with rate ruc.

Letting the time window be approximately similar to the AP width, ∆ = 2ms, we performed simu-
lations in terms of two dimensionless parameters: the distance between the threshold and the mean in
terms of the voltage standard deviation, (vth−〈v〉)/σv, and the relative synaptic timescale τs/τv. Figure
S1 shows that the coincidence factor increases when fluctuations reach threshold more rarely (higher
(vth − 〈v〉)/σv). This is in line with what we would expect; as threshold-crossing events become rarer,
there is more time between events for the upcrossing and reset voltage traces to reconverge.

We also found that Γ peaks for intermediate τs/τv, implying that the upcrossing approximation is
worse for both rapidly filtered noise (τs → 0) and slowly filtered noise (τs → ∞). When τs/τv is small,
voltage fluctuations are more rapid and hence several upcrossing events may occur about threshold in
quick succession with fewer corresponding threshold-reset events, decreasing Γ. Lower Γ from higher τv/τs
arises from excursions above threshold after an upcrossing event. These excursions increase in duration
with higher τs, giving a higher probability that a threshold-reset event occurs before the two voltage
traces converge. These synaptic filtering effects qualitatively agree with those found for the point-neuron
model in [9], for which the accuracy of the upcrossing approximation is maximised near τs/τv ∼ 1.
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Figure S1: A comparison of simulated threshold-reset and upcrossing events in the one-dendrite model
shows that the coincidence factor Γ (Eq S47) increases with (vth−〈v〉)/σv, but varies non-monotonically
with τs/τv, peaking around τs/τv ∼ 0.5. Other parameters: τv = 10ms, ∆ = 2ms.
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