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1. Introduction
 
This  paper explores some of the connections between studies of causal and counterfactual reasoning conducted by psychologists and treatments of causation and counterfactuals in the philosophical literature. It is organized as follows. Section 2 compares the different ways in which psychologists and philosophers think about counterfactuals.   Section 3  then assesses some claims in the psychological literature about counterfactual reasoning. Sections 4- 6  review some philosophical ideas about    causation and its connection to counterfactuals, including the distinction between causes and conditions and between actual cause and type cause judgments. Section 7   discuss the “interventionist account” of causation that I favor,  and Sections 8 and 9 discuss  the question of whether counterfactual reasoning can be merely “implicit”. Section 10 discusses the role of causal perception in causal judgment. 
2.  Counterfactuals: Background   

Philosophers reading the psychological literature on counterfactual reasoning  are likely to be struck by the very different ways  in which they and psychologists use the notion of a “counterfactual” and cognate notions (“counterfactual thinking” etc.)  It is common in the psychological literature to  treat  conditionals that philosophers regard as counterfactuals  (even paradigmatic counterfactuals) as non-counterfactual conditionals of  one kind or another and to impose restrictions on what counts as a counterfactual that are not imposed by philosophers
. For example,  a number of psychologists distinguish sharply between what they call “future hypotheticals” (roughly claims that q will occur if some future condition p is met) and  what they regard as genuine counterfactuals while it is common for philosophers to regard many future hypotheticals as perfectly good examples of counterfactuals. More generally,  a number of psychologists (including several of the contributors to this volume)  require that counterfactuals have one or more of the following features:  they must be expressed in the subjunctive rather than the indicative mood,  they must have false antecedents, they  must have antecedents that are known (by the speaker) to be false or not known to be true,  they must not be evaluable just  on the basis of default assumptions about the actual world ,  and/or they must be about particular past events (rather about the present or future or have to do with relationships between types of events).  Many philosophers (myself included) would not accept any of these restrictions.

    These differences no doubt derive in part from the very different goals and interests that philosophers and psychologists have in constructing theories of counterfactuals. Psychologists, unsurprisingly, are interested in the role that counterfactuals play, as a matter of empirical fact,  in  processes of thinking and reasoning. By contrast, many of the philosophers who have been most influential in constructing theories of counterfactuals have approached this subject in the spirit of logicians and/or philosophers of language. They have  focused on constructing  a semantics of counterfactuals,   on providing truth conditions for counterfactuals,  and on characterize  the valid  inference patterns involving counterfactuals.   

I am inclined to think  however, that  other considerations besides a difference in goals (or mere non-substantive differences in terminology) are at work.  One such consideration seems rooted in an empirical puzzle that is the subject of a number of the papers on counterfactual thinking in this volume. Put very abstractly, the puzzle is that  there is evidence that young children  (e.g., three year olds)  to do well on certain tasks involving conditionals  but not others (although I note for future reference  that there is considerable disagreement about  the relevant empirical facts)   Somewhat older children (four year olds,  or perhaps even older children) do much better on both sets of tasks.  While psychologists who favor restricted conceptions of counterfactuals and counterfactual reasoning advance arguments (based on claims about the task demands associated with various kinds of conditional reasoning) for these restrictions, an outsider like me is  struck by the fact that the conditionals labeled “counterfactuals”  by the restrictionists  are pretty much those that (it is supposed) this younger group does not succeed with and that the older group does succeed with. In other words, a characterization of “counterfactual” is adopted that permits one to say that the younger group is not and the older group is capable of counterfactual reasoning, hence that a crucial    developmental transition occurs with respect to the capacity for counterfactual thinking between three and four.  A more expansive notion of counterfactual thinking, of the sort adopted by many philosophers,  would not allow for  this description, since subjects in the younger group succeed with some conditionals that involve counterfactuals in this broader sense.  For example, in the experiments by Harris described below, three –year old children are reported as succeeding in reasoning tasks with conditionals that many philosophers would regard as paradigmatic counterfactuals (e.g., if X  had taken off her muddy boots before walking on the floor, the floor would have been clean) , while some psychologists, adopting a more restricted conception of what is  required for  counterfactual reasoning, deny  that these results are evidence for true counterfactual reasoning .  Other tasks involving conditionals on which three year olds fail are said by contrast to involve true counterfactual reasoning, so that the upshot is these younger children can be described as not yet capable of counterfactual reasoning.

I do not mean to suggest that the more restricted usage favored by some psychologists is necessarily illegitimate. If there really is a fundamental difference in the reasoning processes which 3  year olds,  in comparison with 4 year olds, are capable of engaging in, why not (at least for  the purposes of developmental psychology) tailor the notion of a “counterfactual” to reflect this difference? However, there is   a potential problem associated with this path, which is that other possible but more mundane explanations for the differential success rates   may be overlooked. For example,  in comparing the reasoning tasks on which Harris’ children succeed with other reasoning tasks (such as those discussed by Beck and Riggs and by Perner and Rafetseder, this volume ) on which they fail, it is worth noting that Harris’   tasks  involve reasoning abut a subject matter (muddy boots and dirty  floors) with which the children are likely to have prior experience and familiarity, while the other sets of tasks involve   less familiar subject matters, and (in some cases) arguably more complicated antecedents. It is natural to wonder, whether,   rather than  describing the difference in the experimental results as showing  that three year olds   lack some general capacity for counterfactual reasoning which is then acquired by four year olds, a better description might be to retain a broader understanding of counterfactual reasoning and describe the results as showing that  children are better at tasks involving counterfactuals having to do with familiar subjects than at tasks involving    counterfactuals   with unfamiliar subjects (or better  at  tasks  requiring counterfactual reasoning involving less rather than more working memory  or that impose weaker demands on executive functioning). Presumably if children are better at conditional reasoning tasks involving simple and familiar    subject matters as opposed to complex and unfamiliar subject matters this in itself does not show that the two sets of tasks involve “different types of conditional reasoning.”.   (Perner and Rafetseder, This volume, p.6 ) 

Put slightly differently, in characterizing the difference between the two sets of reasoning tasks in terms of the idea that one involves reasoning with conditionals that are genuine  counterfactuals   and the other does not,   and  accompanying this by an account of according to which genuinely counterfactual reasoning must have feature X (where X= in the subjunctive mood, having a false antecedent etc)  while other sorts of reasoning with non-counterfactual conditionals does not have X, researchers seem to commit themselves to at least two claims. One is that feature X really does distinguish the two classes of conditionals. The other (which seems more in the nature of an implicit assumption) is that   it is a  very general inability to do reasoning with feature X that accounts for why  one of the groups fails   on the reasoning task, rather than say, subject matter specific features of the task (in which case one might expect that children will succeed with some tasks involving X and not others.)    The analysis in terms of a general inability to engage in tasks involving reasoning with certain sorts of conditionals will  be unsupported if either feature X   fails to distinguish the   conditionals  on which children succeed from those on which they fail or, even if X does distinguish the two sets of conditionals, there is no evidence supporting the claim that it is this difference which explains the pattern of reasoning success and failure with the conditionals. Suppose, for example, that three year olds do better at answering (some) verbal questions concerning   conditionals about the future (where it is not known whether the antecedents of these conditionals are true or false) than they do at answering  questions concerning conditionals  about particular events in the past with   antecedents that are known to be false.  It is a further hypothesis, requiring additional evidence,  that the cause of this difference in performance is that the two conditionals differ in the way just described and that  qualitatively different kinds of reasoning are involved in the evaluation of the two sorts of conditionals.   One disadvantage of labeling  the first set of conditionals “future hypotheticals” and the second set “counterfactuals” is that it may encourage researchers to simply assume that it is this difference between the two sets of conditionals that explains the differential performance and that the differential performance is a general, domain-independent feature of any pair of tasks involving the two sets of conditionals.  Of course (to repeat)  this claim may be true as an empirical hypothesis, but it cannot be established just by noting that children perform differently on some pairs of tasks involving the two sets of conditionals.

There is  a second consideration that   also bears on  the  issue of how narrowly or broadly to construe the notion of a “counterfactual”. In both philosophy and psychology,  counterfactuals  are of interest in part because of the way in which (it is thought) they connect up with other concepts and phenomena. For example, many researchers have supposed that there are intimate connections between causal claims and counterfactuals and many researchers have thought that the ability to reason with counterfactuals is closely bound up with planning and deliberation (because to do these I need to consider, e.g.,  counterfactuals having to do with what would happen if I were to do action A, action B etc.).   However,  to the extent that  such   connections exist,  the “counterfactuals” that are connected to causation, planning and so on, are almost certainly conditionals that are counterfactuals in the broad sense favored by philosophers (the sense that counts   many future hypotheticals  as counterfactuals) rather than in the  narrower sense favored by psychologists. Thus,  if one restricts oneself to the narrower notion of counterfactual favored by many psychologists, such counterfactuals are likely to  have at best a rather limited role (in comparison with other conditionals) in planning, in elucidating causal notions and so on.  Put somewhat differently, if the philosophers who talk about a connection between causation and counterfactuals are using “counterfactual” in a broad sense and the psychologists who ask whether there is such a connection are assuming a much narrower notion of counterfactual, there will be a great deal of mutual talking past one another. 

In order to  further explore some of  the issues just described, I begin with a brief account of the notion of a counterfactual conditional , as this is understood by philosophers
.   Although there   is some disagreement about which conditionals count as counterfactuals, I think it fair to say there  is a general philosophical consensus that what makes a conditional a counterfactual has to do with its semantics: with the meaning  or  content or truth conditions of the claim in question and  the valid reasoning patterns in which it  figures and not with  the  grammatical or syntactic form or mood in which it is expressed.  Moreover, there is fairly widespread acceptance among philosophers of the idea that the semantics of counterfactuals can be usefully elucidated in terms of possible worlds.  “If p were the case, then q would be the case”  means something like:  in those possible worlds which  are closest or most similar to the actual world in which p is true, q is also true.  To illustrate,  suppose that the counterfactual of interest (obviously, I’m using “counterfactual” here in the broad, philosophical sense),   uttered in  reference to a dry, well-made match in background conditions  which are optimal for ignition (absence of wind, etc.) is:  
(2.1)  If I were to strike this match, it would ignite.  
Assume that  this counterfactual is true. Assume also that  I never strike the match, and   it never ignites so that the antecedent as well as the consequent of (2.1)  is false. In evaluating (2.1) within the possible worlds framework, I consider a situation  or “world” in which the antecedent is true (I do strike the match) and  imagine this happening in a way that retains or preserves relevant  features of the actual world (this is what the notion of a possible world that is “close” to the actual world is suppose to capture) . Thus I retain such features of the actual world as the dryness of the match, the absence of wind, and  the laws of chemistry and physics governing match ignition.   However,   the  relevant closest possible  world is  not  one in which  the match is struck but every other feature of the actual world is left unchanged. For one thing in the actual world, the match does not ignite, but  for purposes of understanding (2.1) this should not be a feature of the closest possible world in which the match is struck since in this possible world, (2.1)  is false. Instead, the notion of a closest possible world should be understood in   a way that involves a change in some features of the actual world in addition to those  required by the truth of the antecedent of the counterfactual, while other such features are left unchanged.  (Philosophers and others have various specific proposals about how to determine which features should be retained and which changed in such cases.   I will largely put these aside in what follows, but will say that I agree with Dorothy Edgington, this volume, that doing this relies on causal information—roughly what is left unchanged is what is causally independent of the antecedent and what must be changed is what is causally dependent on the antecedent. For this reason alone, attempts to “reduce” causal claims to  claims about counterfactual dependence that do not presuppose causal notions seem hopeless—see section 7 below).

I have stressed these points because portions of the psychological literature, including some of the papers in this volume,  appear  to claim that some   conditionals such as some future hypotheticals  that many philosophers regard as counterfactuals but which psychologists do not regard as counterfactuals should be understood as claims that just have to do with    the actual world and that  do  not involve any consideration of what is “non-actual” or at least do  not involve relating  the (non-actual) possibility stipulated in the antecedent of the conditional   to the details of the actual world. (It is partly on these grounds that the psychologists claim that the future hypotheticals  are not true counterfactuals; moreover the idea that they only involve reasoning about the actual world is supposed to explain why reasoning with them is easier than reasoning with genuine counterfactuals). I agree that to count as a  genuine counterfactual a conditional should have a content or semantics that conforms to the possible world framework just described, but unlike  what appears to be the views of Perner and Rafetseder and Beck and Riggs (This volume) , I think that so-called future hypotheticals and  many of the conditionals involved in what Perner and Rafetseder call  “basic conditional reasoning”   do have   this possible world semantics, for reasons that I will attempt to explain in more detail below. That is, on my view, many of the conditionals  that are labeled   future hypotheticals  by psychologists are not just about the actual world and instead connect the possible and the actual just as other counterfactuals do.  Hence, whatever the correct explanation for why (to the extent that this is the case) young children do better on tasks involving tasks involving future hypotheticals than tasks involving, say, counterfactuals  concerning past events,   the explanation cannot be that the former but not the latter require reference only to the actual world. I also  hold, in contrast to Perner and Rafetseder, that there is no useful   sense in which,  when counterfactuals are understood in terms of the possible world framework just described, they should be understood as requiring two different models, one having to do with what actually happens and the other with what  a merely possible world. Instead we should see the  possible world framework as involving a single common model, in which so to speak, both the possible and the actual can be related.  In particular, when we evaluate the truth of a counterfactual with a false antecedent, we (so to speak) insert a condition that is non-actual into a model that in many other respects retains features of the actual world, so that   a single  model integrating both  the actual and the possible is employed. Thus, as noted in connection with (2.1), supposing that  in actuality the match is not stuck, we consider a  (single) model or world that while it departs from the actual world in this respect but retains such features of the actual world as the dryness of the match.

 Note also that there is nothing  (or at least nothing obvious) in the possible world understanding of counterfactuals  that requires that counterfactuals can  be expressed  only  in the subjunctive mood.  Instead, if a conditional   expressed in the so-called indicative mood conforms to the semantics just described, then it will  count   as   a counterfactual according to the possible world account. Nor is this  an arbitrary  and easily dispensable feature of the possible worlds account.  One obvious reason for not  restricting counterfactuals to conditionals in the subjunctive mood is that it looks as though in many cases conditional claims expressed by subjunctives and claims that are expressed by indicatives  differ little if at all in meaning and truth conditions.  As an illustration,  suppose that I hold a pencil in my hand and in circumstances in which, apart from my hand, there is an unimpeded path from the pencil to the floor. Now consider the following two sentences:

(2.2)  If  I were to drop this pencil, it would fall to the floor.  
(2.3)  If I drop this pencil, it will fall to the floor.

(2.2) is expressed in (what is usually taken to be) the subjunctive mood, (2.3) is an indicative. Nonetheless,  (2.2) and (2.3)  seem very close in meaning and seem to have identical or very nearly identical truth conditions. If what makes a conditional a counterfactual conditional (as opposed to a conditional of some other kind) is its meaning or truth conditions,  and if (2.2) is regarded as a counterfactual, it seems hard to resist the conclusion that (2.3) should be regarded as a counterfactual claim   as well.  Since (2.2) is  regarded by many philosophers as a paradigmatic counterfactual, many adopt   a similar view about (2.3). Indeed, as I understand the empirical literature, if  young children have mastered the subjunctive constructions at all, they do roughly as well with conditionals like (2.2) and with conditionals like (2.3) which again seems to suggest that they may not differ in any fundamental way in terms of the reasoning they involve. 

By contrast,  as noted above,  in the psychological literature (2.3) is often described as not a true counterfactual but rather  as a “future hypothetical” or  as  some other form of (non-counterfactual)  conditional. Moreover, the very fact that children succeed on tasks involving both conditionals like (2.2) and conditionals like (2.3) is  taken by some  authors (e.g. Perner and Rafetseder, this volume, if I have understood them correctly) to show that even success on tasks involving conditionals like ( 2.2) is not good evidence regarding children’s   ability  to reason successfully with counterfactuals,  on the grounds that subjects given tasks involving conditionals like (2.2) might answer them by exploiting  their equivalence to conditionals like (2.3) which are taken to be non- counterfactuals. 

Another  important difference between the  psychological  and philosophical literatures concerns  whether there can be counterfactuals with true antecedents. According to the most influential philosophical accounts, such as Lewis’, the answer to this question is “yes” – indeed, according  to  Lewis,  a counterfactual of form “if p were the case, then q would be the case” is  always,  automatically true whenever p and q are true
.  This “always true” feature of Lewis’ account is arguably a mistake (and is, moreover,  perhaps  a dispensable feature of the  account), but the more general claim that it is possible for a counterfactual to have a true antecedent (and to be true in at least some circumstances in which it has a true antecedent) is not easily avoidable if anything like the standard semantics for counterfactuals is correct. The reason is this: given a counterfactual of form, if p were the case, then q would be the case, then, if p is true of the actual world @,  that world will be   among  the possible worlds that are closest to the actual world (since @is identical with the  actual world it can’t fail to be among the closest to it) and since by hypothesis q is also true in that world, the truth conditions for “if p, then q” will be satisfied as long as there are no  other worlds equally similar to the actual world in which p holds and  q fails to hold. Presumably this last condition will be met in at least some cases. Moreover, quite apart from issues about the implications of possible world semantics,  it seems very natural to regard many counterfactuals with true antecedents as true. As an illustration, consider again the conditional (2.2) which most philosophers would regard  as a counterfactual claim. Suppose that  in actual fact  I do drop the pencil  and it  falls to the ground. The antecedent of (2.2) is thus true and yet this behavior on the part of the pencil  seems to be not just compatible with the truth of (2.2)  but  particularly good evidence that (2.2) is true. It seems odd to take the occurrence of such evidence to establish that (2.2) is not really a counterfactual or not a true counterfactual.  The  view that a genuine counterfactual cannot have a true antecedent seems to require that, as matters turned out (the pencil being dropped),  (2.2) was not really a counterfactual (it was some other kind of conditional), although (assuming that some conditionals of form (2.2) with false antecedents are genuine counterfactuals),  (2.2) perhaps would have qualified as a counterfactual if the pencil was not ever dropped.  Moreover, if, as will commonly be the case,  at  the time  at which (2.2) is  uttered, the  speaker or her audience  doesn’t know whether the pencil will be dropped,  then (again assuming that sentences of form (2.2) with false antecedents do count as counterfactuals that person will not yet know whether  or not (2.2)  is a genuine counterfactual – he or she will have to wait until it is learned whether the pencil is dropped before knowing  he or she is dealing with a counterfactual or some other kind of conditional.  From this point of view, making whether or not (2. 2) is a counterfactual  turn on whether  or not its antecedent is ever realized (or on whether it is known by the speaker that it is realized) seems to fit badly with how we go about  reasoning with and testing counterfactual claims
.  

Consider in this connection Beck and Riggs’ claim that  “The difference between thinking about a counterfactual event and a future hypothetical event is that in the former case what is being imagined is known to be false”. Interpreting this as a claim about conditionals, rather than “events”,  it might be  taken simply as a stipulative definition  according to which to count as a “counterfactual”  a conditional must have a false antecedent. I take it, however, that Beck and Riggs mean to suggest something  stronger—roughly something like “reasoning with conditionals  the antecedents of which are known to be false (that is, counterfactuals in Beck’s and Riggs’ sense)   is of a qualitatively different kind  or requires qualitatively different abilities from reasoning with otherwise similar conditionals the antecedents of which are not known to be false”
.    (In particular, Beck and Riggs think that reasoning with counterfactuals in their sense imposes   demands  on inhibition and working memory that are not imposed by reasoning with other sorts of conditionals.)  I don’t claim that this contention is necessarily mistaken, but I think that it is in some tension with the observations in the preceding paragraph. Again, suppose you are  reasoning with a future hypothetical like (2.2 ) above and don’t know whether its antecedent is true. Is it really plausible  that  you need to switch to a different kind of reasoning (“counterfactual reasoning” ) if you then learn that I will not drop the pencil? Of course it might be true that reasoning with (2.2) is harder in this case, perhaps because it imposes greater inhibitory demands (see section 3), but presumably this is different from claiming that in this case a qualitatively different kind of thinking is required.  

Another point that is worth making about counterfactuals is that (at least as philosophers think about them) they can concern both generic or repeatable relationships between types of events and claims about the relationship between particular individual events.   Moreover, each of these alternatives—generic or particular-- can concern either matters in the future, present, or   past and, moreover, generic counterfactual relationships can be timeless in the sense of referring to no particular time.   Thus we have, in addition to obvious examples of counterfactuals about particular past events, counterfactuals like 
(2.4) If dinosaurs had had no tails, they would have toppled over. (Generic but about the past.)

and

(2.5) If kangaroos had no tails, they would topple over .(Generic, timeless – the example with which Lewis begins his book, Counterfactuals, but perhaps not a counterfactual at all,  according to some psychologists.) 

Similarly while counterfactuals about particular events are often about the past, and counterfactuals about the future often relate types of events this is by no means always the case: 
(2.6) If I were to drop this pencil which I am now holding in my hand at exactly 12: 45 pm PST, it would fall to the ground (particular events, future) 
Again, this stands in contrast to the ways in which at least some psychologists distinguish (what they call) “counterfactuals” from other sorts of conditionals. For example at the beginning of their paper, Perner and Rafetseder (this volume)  write that they will 

focus on counterfactual reasoning required by subjunctives about the past and basic conditional reasoning for (timeless) conditionals typically expressed in the present to capture recurring regularities 

 Here  the apparent implication  is that there is something distinctively “counterfactual” about the  former (“subjunctives about the past”) but not the latter conditionals. By contrast, many philosophers regard conditionals like (2.5 ) and (2.6) as genuine counterfactuals as well.

I said above that one reason that philosophers are inclined to regard conditionals like (2.2- 2.6 ) as genuine counterfactuals is that they seem to conform the possible world semantics  they take to be characteristic of counterfactuals. To spell this out, consider (2.2).  In understanding/evaluating (2.2), according to the possible world analysis, I should consider a scenario in which the pen is dropped,   various other changes which are required by this assumption are  also introduced (the falling pen displaces air molecules etc),   but in which many other features of the actual world are retained (gravity is still operative, if in the actual world there is no barrier between my hand and the floor, no such barrier is introduced but if there is such a barrier in the actual world, it is retained and so on). Assuming that at the time at which (2.2 ) is uttered, I do not know whether the pencil will be dropped, I do not know whether   features like the release of the pen  that are assumed  in this scenario will  characterize the actual world or not, but in understanding/evaluating (2.2) I don’t need to know this—I proceed in the manner described above regardless of whether the pen in fact is dropped or not. Thus in both cases (whether or not the pen is in fact dropped),  the insertion of  a change into conditions as they are in the actual world,  the alteration of  some additional features and  the retention of  others is involved. Similarly for a “timeless” counterfactual like (2.5),  although here it is  presumably known to the speaker that the antecedent is false. Again one proceeds by considering a non-actual possible world in which kangaroos lack tails but are otherwise similar to actual kangaroos, the force of gravity is as it is in the actual world, and so on. So here too, one does not just consider what is actual but employs   some reasoning process of relating the possible to the actual. It is basically for this reason that many philosophers have not tended to think that there is a  fundamental difference (at the level of semantics and truth conditions) between conditionals like (2.3 ) and (2.6),   and subjunctive conditionals involving particular events in the past. Of course, it may be that reasoning with conditionals like (2.3 ) and  (2.6 ), on the one hand, and  subjunctive conditionals about the past, on the other, imposes different sorts of cognitive demands (again, see below),  but if the possible world representation is on the right track, the explanation for this difference cannot be that the first set of conditionals only concerns what is actual while the second concerns fitting together the possible and the actual.   In other words, the   different cognitive demands that may be imposed don’t arise because we are dealing with two kinds of conditionals with fundamentally different semantics.

3. Psychological Studies of Counterfactual Reasoning. 

With this as background,  I turn  to a  more detailed look at some of the   experiments involving children’s  reasoning with conditionals that have been conducted by psychologists . Riggs et al. (1998) conducted an experiment in which children’s performance  (at ages 3-4 years) on two tasks was compared. In both tasks, pieces of paper were sorted into one of two boxes, depending on whether they had drawings on them or were blank. In one task, which Beck et Riggs  describe as having to do with “future hypotheticals” (rather than counterfactuals) children were asked , (3.7) “if I draw on this paper, which box will it go into?” In the second task, the children were asked, regarding some piece of paper that had a drawing on it, (3.8) “if I had not drawn on the piece of paper, which box would it go into?”. The authors think of the conditional associated with this question as a “counterfactual” rather than as a future hypothetical.   Riggs et al. report that the children found it much easier to answer the future hypothetical question rather than the counterfactual question. In another experiment, Robinson and Beck (2000) presented children with scenarios in which a toy car drives along a road with a garage at either end.   Here children found it easier to answer  (what Robinson and Beck take to be) the future hypothetical question  “If next time he drives the other way, where will he end up”  than the counterfactual question “ If he had driven the other way, where would he be”?

One obvious difference between the two sets of questions is that the questions Robinson and Beck label  “counterfactual” concern particular events in the past—in these questions, a past event is known to have occurred (a piece of paper has a drawing on it, a car has been driven to a particular location) and the children are asked what would have happened if this event had not occurred. By contrast, the future hypothetical questions concern what would happen if some event in the future were to occur (and where it is unknown whether or not that event will occur) and this doesn’t require imagining the non –occurrence of an event known to have actually happened. Beck and Riggs suggest that this is  why children have more difficulty with the former task; they suggest that in former  tasks but not the latter subjects must  entertain as true things  known to be false   and (they take this to be distinct—see below) to  resist responding with what they know  to be true. By contrast in the case of (what the authors call) “future hypothetical thinking”,  the subjects do not know the true state of affairs, so no such negation of the actual is required.   Beck and Riggs  claim that some time around 4 years children acquire this ability, and that  this accounts for the  substantial improvement  of four year olds over three year olds in answering counterfactual questions.  They link this in turn to improvements in children’s executive function and inhibitory control, as well as working memory, from three to four years;  they claim that improvements in these make it easier for children to inhibit their knowledge of what actually happens, which is essential to  assessing counterfactuals but not future hypotheticals  
 

  I do not   deny the intuitive appeal of  the idea  that  successfully answering  a query like (3.7) imposes greater inhibitory demands than answering a query like (3.8 ). However, I think that more evidence and argument are required to establish that this feature by itself accounts for the difference in children’s performance on these tasks.   For one thing,  as Beck and Riggs recognize, other researchers have obtained results in which three year old children do perform successfully on tasks involving conditionals about the past with false antecedents. For example,  Harris et al. (1996) presented three year olds with scenarios in which, e.g., children observed a doll make muddy footprints on a clean floor and were then asked, what if the doll had taken her shoes off? Would the floor still be dirty? 75 per cent of three year olds answered this question correctly. (Similar results are reported by Germain and Nichols (2003) and by Sobel (this volume). If the mere fact that  a conditional involves  the “negation” of an actually occurring  past event creates problems with inhibition for three year olds (so that the possibility assumed in the antecedent of the counterfactual conflicts with what is known to be actually true), why don’t we see the same effect in Harris’ experiments?   A similar point might be raised for other forms of reasoning/cognition apparently successfully employed by young children. For example, most researchers  seem to agree that children  engage  in fantasy and pretend play considerably before  they are three years old: children pretend that, e.g., a block is a telephone,  and  act in a way that follows from or is coherent with this assumption, by pretending to talk on the phone, hang up etc. If young children have a general problem with inhibiting what they know to be actual when they entertain non-actual possibilities why does this not  interfere with their  ability to engage in pretend play? After all,  there is general agreement that  the children  understand that the block is not really a telephone
. (Just to clarify: this argument does not require the assumption that pretend play and the ability to engage in counterfactual reasoning involve exactly the same abilities; the point is that pretend play seems to involve some form of inhibition of the actual, just as counterfactual reasoning does.)

A second issue concerns what follows if the greater inhibitory demand/working memory account of the difference between three year old and four year performance on queries like (3.8 ) is correct. As noted above,  Beck and Riggs (and other authors as well) seem to move from  this account to the more general conclusion that there  a qualitative  difference of some kind in the  reasoning that is employed in tasks associated with conditionals like (3.7 ) and (3.8 ). It is not obvious that this is warranted.  Suppose I can do multiplication problems involving two digit numbers in my head very successfully but have considerable difficulties with involving problems involving multiplication of four digit numbers. Suppose that this is due to limitations on my working memory (or limitations on my ability to inhibit distracting stimuli) that affect performance on the latter task. Would it be correct to conclude that  the two tasks involve qualitatively  different kinds of reasoning  or that  there are two different forms of multiplication related reasoning only one of which I have mastered?  Presumably not.  It seems more  natural describe the case as one in which  that   a single form of multiplication reasoning is employed in both tasks but one set of tasks is  harder or more demanding than the other, with the level of demandingness being a matter of degree, rather than representing a qualitative difference. Indeed, my working memory/inhibiiton limitations may well not be specific to multiplication at all.     Thus  even if it is correct that the greater difficulties younger  children  experience with what Beck and Riggs call counterfactuals in comparison with future hypotheticals is due to  the  greater inhibitory/working memory demands of the  former, it isn’t obvious  that this warrants the conclusion that there is a fundamental difference in the reasoning processes associated with the two kinds of conditionals.  

Finally, it is worth noting that if the difficulty in inhibiting the actual account of the children’s differential abilities is correct, it seems to make a number of additional predictions that are worth investigating. First, it seems to  predict (at least ceteris paribus) that three year olds will also have difficulty with reasoning involving timeless conditionals like (2.5), since these also involve negating  or inhibiting facts that are known to be true
. For similar reasons, given subjects with inhibitory limitations, they should have greater difficulties with future hypotheticals like  (2.6 ) under a condition in which they are convinced (or “know”) that the antecedents of these conditionals would not  be realized,  than under a condition in which they don’t know this.   

Turning now to Perner and Rafetseder (this volume), in the course of  their discussion of counterfactual reasoning, they  make a series of proposals, some of which are meant to address the point that three year olds failure on some reasoning tasks involving subjunctive conditionals concerning past events does not seem to arise simply from an inability to inhibit knowledge of what actually happens.  First, they suggest that we should distinguish between scenarios, like those employed by Harris, in which (they suppose) the conditional question can be answered correctly on the basis of  general background knowledge and/or default assumptions and those in which it cannot and instead more detailed information about the  actual course of events is required. In Harris’ muddy shoes scenario, for example, three year olds and other small children will likely have prior experience with the relationship between muddy shoes and floors. According  to Perner and  Rafetseder,  because of this the children don’t need to know anything very specific about the actual course of events in Harris’ scenario to answer questions about what would have happened if the  shoes were removed. They compare the results in Harris’ experiments with those from another set experiments due to Riggs et al (1998). In these experiments, children are told about a fire fighter Peter who feels sick and goes to  bed. However the fire alarm rings, indicating  that there is a fire at the post office and Peter goes off to fight it. When   children between 3-4 are asked where Peter would be if there was no fire, far fewer children answer correctly than in Harris’ study. Perner and Rafetseder attribute this difference to the fact that in the Riggs et al. experiment, unlike Harris’ experiment, providing a correct answer requires referring to the actual course of events in the story—as they put it at one point, if one were to simply ask people, without telling them the details of the story, where Peter would be if the fire had not occurred they would have no idea how to answer, while they would be able to say what would have happened to the floor if the doll had walked  crossed it after removing her muddy shoes.   They suggest that it is this difference, rather than inhibitory failure per se, which explains why three year olds succeed on some tasks involving conditionals and not others. 

Perner and Rafetseder connect this  difference to a difference between what they call “basic conditional” and “counterfactual” reasoning: 

In both cases, for basic conditional and counterfactual reasoning one has to construct a model in which the antecedent is true and then look what else is true within that model. This needs background assumptions. In basic conditional reasoning the needed assumptions are made by default, i.e., of whatever is plausible or any suitable assumption that happens to come to mind. In counterfactual reasoning all the details of the actual sequence of events, to which the antecedent is taken to be counterfactual, have to be imported into that model.

Elsewhere they put the distinction in the following way: 

when background assumptions are needed, basic conditional reasoning draws on plausible assumptions while counterfactual reasoning has to take such assumptions from the actual sequence of events (nearest possible world) to which it is supposed to be a counterfactual. 

 Again I don’t see this as establishing a sharp distinction between these two classes of conditionals. To begin with, the examples involving “basic conditional reasoning” which the authors discuss certainly make use of assumptions of various kinds about what the   actual world or the actual course of events is like, whether or not these are explicitly specified. For example, in Harris’ example (which the Perner and Rafetseder claim involves “basic conditional reasoning with fictive events”) , it is relevant that the actual state of the floor, before the doll walks across it, is that it is clean, it is relevant we assume, either by default or because this is obvious from the way the example is depicted, that  the mud is only on the doll’s shoes (rather than, say on her feet) and hence will not get on the floor in some other way, even if she removes her shoes and so on.  All of these facts are  specific facts characterizing the actual situation with respect to which the counterfactual is to be evaluated.  It is for just these reasons that philosophers have generally assumed  that in evaluating  conditionals like those in Harris’ example,    one   must makes use of something like the closest possible worlds idea—hence that such conditionals, just as much as the ones that Perner and Rafetseder label counterfactual, involve fitting the assumption specified in the antecedent of the conditional into the course of events and general features that characterize the actual world, with the evaluation of the counterfactual depending on whether its consequent holds under this combination of antecedent and actual world conditions.  Even if it is true that some of these assumptions about the actual world are made by default or on the basis of assumed general background knowledge rather than being idiosyncratic to the particular example of interest and explicitly stipulated as such, it is unclear why this should make a difference to whether the conditional in question is treated as a counterfactual or not (or to the kind of reasoning it involves). Moreover, default assumptions often derive from (what are taken to be) typical or common features of the actual world, so that the whole contrast between what is taken from the actual world and what is assumed by default seems unmotivated. In addition,  default assumptions also seem to play a role  the evaluation of the conditionals that Perner and Rafetseder  label as counterfactual and not just those they regard as involving basic conditional reasoning. For example, in evaluating counterfactuals about Peter’s location if there were no fire, one is likely to assume by default (and even though this is not explicitly specified) that no other fire or event occurs that will cause Peter to leave his bed, and so on
.   

While  Perner and Rafetseder describe the conditionals in the  Riggs et al. task  in which Peter becomes sick as counterfactuals and those in Harris’ experiment as non-counterfactual conditionals and appear to attribute the differential performance of three year olds on the two tasks to this difference in the conditionals involved, it seems to me   (at least) equally natural to describe both as engaging in a task involving counterfactual reasoning but  which is such that in  one case the  reasoning involves  a familiar subject matter  with which the children have considerable experience (muddy shoes and dirty floors while in the other case, the reasoning involves  a less familiar subject matter, with lots of novel detail to keep track of. When the children do better on the first task than on the second, why should we   not ascribe their differential performance to these subject matter specific differences rather than to some general incapacity to engage in  counterfactual reasoning (especially if this requires a redefinition of “counterfactual reasoning” so that the children in Harris’ experiment are not doing counterfactual reasoning)? As we learn from David Sobel’s contribution to this volume, there is a great deal of other evidence that (unsurprisingly) children’s ability to engage in accurate counterfactual reasoning varies with their causal knowledge concerning the  subject matter of that reasoning.  Thus children appear to do well with tasks involving counterfactuals concerning simple psychological states such as desire fulfillment and happiness,  presumably because they grasp the causal relationship between the two, and much less well  with counterfactuals involving other subject matters such as surprise where they may understand the relevant causal relationships less well
.    

There is another point  that is worth making about the  psychological studies under discussion. They  rely on a single kind of criterion for whether subjects are able to engage in counterfactual reasoning: whether they are correctly answer certain specific verbal questions involving counterfactuals. Even if we confine ourselves to verbal behavior as evidence, one obvious worry about this methodology is that  whether subjects are able to correctly  answer such questions may be very sensitive to the exact details of their formulation
.  If this has not already been done, it seems to me that it would be desirable to systematically investigate the extent to which  different verbal probes involving counterfactuals or other kinds of conditionals give the same answers. It seems particularly problematic to use the failure of subjects to correctly answer one specific kind of question involving counterfactuals as an indication that they lack general counterfactual reasoning abilities unless there are reasons to suppose that they would also fail to respond correctly to other, related verbal  probes. Recall, for example, that in the experiments conducted by Riggs et al.,  the verbal  probe employed to test for the understanding of “counterfactuals” is “ If he had driven the other way, where would he be”?  and three year olds have difficulty with this question. Suppose  that the three year olds had instead been asked,  “Now imagine that he drove the other way. Where would he be?”. Would the subjects have had similar difficulties with this question? Obviously I don’t know the answer and it may be that responses to  alternative probes like this have already been explored and children do badly on all of them. However, if it is found subjects give  more accurate answers to some of these other verbal probes than they do the one employed by Riggs et al, this would seem  to me to cast doubt on the claim that failure on the specific verbal probe employed by Riggs et al. indicates a general incapacity for counterfactual reasoning. 

A more general issue concerns whether the appropriate tests for whether subjects are able to engage in counterfactual reasoning or thinking should rely only on verbal behavior.  One’s answer to this question is likely to be influenced by one’s views about   how broadly one should   construe the notion of  a “counterfactual  conditional” and “counterfactual reasoning”.  If one uses the notion of  “counterfactual” in the broad way that many philosophers do and thinks of counterfactual reasoning as closely connected with planning, decision-making and causal reasoning, then it   seems hard to deny that   that non-verbal behavior  can sometimes provide evidence for the ability to successfully engage in counterfactual thinking, at least if the behavior in question is sufficiently complex and flexible,   under conscious,  deliberate control, and is based on “insight” rather than trial and error learning. An illustration might be provided by an adult who faces a choice among complex plans involving different courses of action, with different outcomes contingent on those courses of action and systematically makes optimal choices on one-shot trials. Here the subject’s choice behavior exhibits systematic sensitivity to counterfactual information of the following sort: “If I were to do A1, C1 but not C2 would result”, “If I were to do A2, C3 and C4 would result” and so on
.  

    Another possible  basis  for the presence of counterfactual reasoning is neural evidence.  For example,  Ursu and Carter (2005) find that activity in the orbito-frontal cortex appears to reflect counterfactual comparisons and regret in a choice task, in the sense that this structure is sensitive  to comparisons between subject’s actual rewards and alternative rewards that might have been obtained if subjects had chosen differently. Other evidence implicates the dorsal lateral prefrontal cortex in many tasks involving planning and  reasoning about alternative courses of action. Particularly if  these structures are also active when subjects answer verbal questions about counterfactuals and other kinds of conditionals, this might be taken to show that subjects are engaged in forms of counterfactual reasoning even when they do not answer verbal questions about counterfactuals.   

I conclude this section with two additional suggestions about  possible research in the general area of counterfactual reasoning. The first, which is implicit in some of my remarks above, is the importance of controlling for potential confounding factors in attempting to discover the explanation for differential performance on various reasoning tasks. When verbal probes are used to assess performance on questions   involving counterfactuals (in the narrow sense employed by psychologists),  the questions and probes should, at a minimum, be matched for subject matter familiarity, complexity and so on with other sorts of conditional tasks which are viewed as non-counterfactuals. Some of the questions used in the experiments above meet this standard (such as the pair of questions (3. 7)- (3.8)), but not all do. If, for example, the children who do poorly on the counterfactual question concerning where Peter will be also do badly on matched   future hypothetical questions about a similar scenario, this is an indication that   something else besides the counterfactual/future hypothetical contrast explains this bad performance. Relatedly, if young children really suffer from a general limitation in their ability  to engage in counterfactual as opposed to future hypothetical reasoning, one should expect this to show up in a variety of different examples and verbal probes. 
A second general issue concerns how might get evidence relevant to assessing the claim that reasoning with future hypotheticals and with counterfactuals (narrow sense) involve different “types” of reasoning, assuming (as I have argued) that this claim does not follow just from the observation that the conditionals in question differ in various obvious ways. One natural interpretation/operationalization of this claim is that different neural regions or   circuits are involved in reasoning with these two sorts of conditionals – a claim that might be assessed by imaging studies in the case of adults or conceivably by lesion studies showing dissociations between the abilities to reason with the two sorts of conditionals. If distinct neural areas or circuits are found, one might then investigate their developmental time course and determine whether it is true that areas associated with future hypothetical reasoning  become operational in children before areas associated with “counterfactual” reasoning—this might then serve as an independent check on the  conclusions about this drawn from studies of verbal behavior.  
4. Counterfactuals and Causation: Background 

The relationship between  counterfactuals and causal claims has  been a major focus of discussion in  both philosophy and psychology for decades. As a point of departure,  it will be useful to separate out a number of different  more specific issues  that fall under this general heading. (I do not claim that these issues are sharply distinct—they tend to blend into each other) 

4.1)  Issues having to do with   providing an account of the semantics (or content or  meaning or truth conditions) of causal claims in terms of counterfactuals and/or  with whether causal claims  imply (in virtue of their  meaning) associated counterfactual claims (or vice-versa).  The  counterfactual theories of causation developed in the philosophical literature such as Lewis, 1973 and Mackie, 1974 have tended to focus on such issues.  Lewis’ extremely influential  account is explicitly reductive: his aim is to provide necessary and sufficient conditions for claims of the form c causes e, where c and e are individual  events (that is, so-called token causal claims—see section 6) ,  in terms of counterfactuals involving c and e, where it (is claimed) these counterfactuals can be understood in a way that does not presuppose causal notions.  (In a bit more detail  Lewis defines causation in terms of causal dependence:  Simplifying slightly, e causally depends on c if and only if the following two counterfactuals are true: (i) if c were to occur, e would occur, (ii) if c were not to occur, e would not occur. c causes e if and only if there is a   chain  of events c, c1.. cn, e   such that each member in the chain (except c) is causally dependent on the event before it. Causation is thus the transitive closure of causal dependence which is itself defined in terms of counterfactuals.) It should be borne in mind, however, that even if such reductive projects are unsuccessful (and the relevant counterfactuals require causal notions for their specification), it still might be true that there are interesting and important interrelationships between   causal claims and  counterfactuals.   For example,  my own “interventionist” account of causation, described in more detail below,  takes this view – causal claims are connected to a special kind of counterfactual but  spelling out the content of these counterfactuals  requires (other) causal information. Whether reductive or non-reductive,  philosophical accounts  that connect causes and counterfactuals have generally focused on what I call below a broad notion of causation – their goal has been to use  counterfactuals to distinguish between causal and other sorts of relationships such as those involving mere correlations. This contrasts with other possible projects, such as employing counterfactuals to  characterize  ordinary practices of  causal selection.

In addition to their possible use to capture features of the meaning or truth conditions of causal claims, there is another, related aspect of the connection between causal claims and counterfactuals that is of psychological interest. This is that,   as a matter of empirical psychology, it   seems illuminating or clarifying to many people to connect causal claims to counterfactuals.  This is reflected in, e.g., the use of frameworks within statistics that explicitly connect causal claims and counterfactuals such as Rubin’s potential response model (Rubin, 1974),   discussions within social science history that insist that  the content of causal claims be made more explicit by connecting them to  various counterfactuals they imply,  and the use of counterfactuals to clarify the meaning of causal claims in tort law etc. This connection suggests some interesting questions that are underexplored in both the philosophical and psychological literature: is the idea that counterfactuals can be used to illuminate causal claims simply an illusion or confusion, as the views of some critics of counterfactual theories of causation might seem to suggest? If not, what does this connection tell us about causal judgment and causal reasoning? Note that on this  way of thinking about the relationship between causal claims and counterfactuals, this relationship has a potential normative role in the sense that  the relationship might be used  to clarify or disambiguate or unpack the content of causal claims (rather than just describing the possibly somewhat unclear ordinary use of such claims). Note also that  to accomplish this, we may not need to reduce causal claims to    relationships of causal dependence that are non-causal
.  

4.2) Even when construed just as accounts of the semantics of causal claims, counterfactual theories of causation raise issues   that are directly relevant to empirical psychology. Most obviously, advocates of counterfactual theories usually claim their theories capture  at least many of the causal judgments that people in fact make. Thus it is important to Lewis that his theory reproduce the causal judgments of subjects (or perhaps informed and sophisticated subjects) in cases involving pre-emption, over-determination, and causation by absence.  This  raises empirical issues about just what those judgments are.  For example, Lewis’ theory (at least in its 1973 formulation) implies that in a case in which both c1 and c2 are each on their own sufficient to cause e and c1  and c2 symmetrically over-determine e (as when two marksman simultaneously shoot someone through the heart),   then neither c1 nor c2 counts as a cause of e. It is far from obvious that this matches the judgments people would actually make about such a case. 
4.3) A third issue has to do with the psychological processes and representations that underlie human causal reasoning and how these connect (or fail to connect) to the processes and representations that underlie counterfactual thinking. For example,  when   subjects make causal judgments or internally represent causal claims do they do this by making or internally representing   counterfactual judgments and  when they engage in causal reasoning, do they engage in reasoning about counterfactual claims? Or do causal reasoning and judgment draw on other, quite distinct processes of reasoning and representation that are unrelated to counterfactual reasoning?  If, as seems to be the case, the content of causal claims can sometimes be clarified by connecting them to counterfactuals, what if anything does this imply about the psychological relationship between the two? 

These issue about psychological processing seem   at least somewhat distinct from the issues raised under 4.1) above because it seems  possible that one might be able to provide necessary and sufficient conditions for causal claims in terms of counterfactuals and/or to use counterfactuals to clarify the meaning of causal claims even if,  as  a  matter of empirical psychology,   human causal reasoning often proceeds without   involving reasoning with counterfactuals. Consider an analogy: A good definition of (or set of necessary and sufficient conditions for) a figure’s being a circle is that it is the locus of points that are equidistant from a given point, but, consistently with this, one might think that the  definition  does not capture  how most people conceive of or represent or reason about circles. Perhaps a similar point holds for the relationship between causal claims and counterfactuals. On the other hand,  it seems clear enough that many of the philosophers who have defended counterfactual theories of causation, including Mackie and Lewis,    have  thought that in addition to capturing the semantics of causal claims, causal reasoning at least often involves, as a matter of empirical psychology, reasoning with or about counterfactuals, just as they have supposed that their theories about the semantics of counterfactuals are at least somewhat suggestive about the reasoning that people go through in evaluating counterfactuals. 

 In addition to these potential connections between causal claims and counterfactuals, there is another observation that will play an important role in my discussion below:  human beings seem fairly successful at learning about causal relationships. Such success can be manifested in verbal behavior but, as argued in section 3, it can also be manifested in non-verbal behavior   that indicates the acquisition of causal information enabling manipulation and control.  For example, a child who correctly selects the object   that makes  a blicket detector  “go” on the basis of observational evidence involving blickets and non-blickets has learned about a causal relationship, even if he or she cannot correctly answer verbal questions about  whether   the blicket “caused” the detector to go off.  Psychological theory should explain how such learning occurs (the evidence from which people learn, the learning procedures they employ, the content of what is learned.)  It is important to recognize that this involves more than merely describing the causal judgments that people make and the factors influencing these. Consider the visual system. It does not just produce ‘visual judgments’; it is also important and in need of explanation that those judgments are often veridical. Similarly for causal judgment. 


In what follows, I explore some of the  issues  under 4.1,  4.2   and 4.3  above within the framework of the interventionist approach to causation I have defended elsewhere (Woodward, 2003; hereafter MTH). Interventionism was originally intended (at least by me) as a normative/ semantic account of causal judgment and reasoning—the idea was that one could clarify what causal claims commit us to, the evidence required to support them, and so on by construing such claims as claims about what would happen under possible interventions. However, one can also ask the distinct question of how well this   account fares as a psychological theory of human causal judgment. I have begun to explore this elsewhere (Woodward, 2007, see also Bonawitz, Ferranti, Saxe ,  Gopnik ,   Meltzoff,  Schulz  and Woodward,  2009) and here I continue this project, with special focus on the relationship between causal claims and counterfactuals.  (For an overview of interventionism as a psychological theory, see the papers just cited.) 
5.  Causes and Conditions

 
 When we ask whether a relationship is ‘causal’, it is important to consider what the quoted word is intended to contrast with— what other kind of relation are we trying to distinguish from those that are causal? One important contrast is with relationships that are merely ‘correlational’. The relationship between barometer readings B and occurrence/non-occurrence S of storms is merely correlational rather than casual; neither B nor S causes the other; instead both are effects of a common cause (atmospheric pressure). Call a notion of cause which contrasts in this way with ‘correlation’ a broad notion; broad in the sense that it includes relationships involving factors we also readily describe not as causes but as ‘conditions’, or as ‘background’ or ‘enabling’ factors for an effect. The relationship between the presence of oxygen and the outbreak of fires is ‘causal’ according to this broad notion, even though we also describe oxygen as a condition rather than a cause of the fire. To mark this difference, let us call a notion of cause that contrasts with conditions, enabling factors etc., a narrow conception of ‘cause’. 

We may distinguish two extreme positions regarding the narrow cause/condition contrast. One possibility is that this contrast is entirely ‘objective’, depending just on features ‘out there’ in the world, rather than on ‘subjective’ considerations such as the inquirer’s attitudes or interests. A simple example of an objectivist view is the claim that conditions are causes in the broad sense that (in addition) are nearly always present (in the contexts of interest), such as the presence of oxygen in the case of fires.  Conditions in this sense might then be contrasted  with causes in the narrow sense  where these are understood as factors that are causes in the broad sense that are sometimes present and sometimes not, such as strikings of matches. This is not a very adequate account of the cause/condition contrast but it does ground the contrast in features in the world
. 

An alternative possibility is that the narrow cause/condition contrast has to do entirely with features of the mental states of inquirers—e.g., with what they find interesting or salient: the policeman regards the drunkenness of the driver as a cause of the accident and the inadequately banked curve as a condition because of his professional role/interests while the highway engineer regards the inadequately banked curve as among the causes because of his interests, but there are no features of the world that ground these differences in judgment. Of course another possibility is that some mixture of these extreme positions is correct.

What would follow for the empirical psychology of causal cognition if the cause/condition contrast turned out to have little or no ‘objective’ basis? This depends on what we are interested in explaining. Presumably, it would still be of psychological interest to ask about the subjective factors that influence how the cause/condition distinction is drawn and how this distinction influences other aspects of cognition, such as moral judgment. On the other hand, if the distinction is entirely ‘subjective’, focusing on it may tell us little about how we are able to successfully learn about relationships that are useful for purposes of prediction and control, (assuming, as seems plausible, that such relationships have to do, at least in part, with features of the world that hold independently of people’s interests). Thus for the purposes of understanding learning, there may be much to be said for focusing, at least in part,  on a broad notion of cause, since the cause/correlation distinction is arguably both ‘objective’ and central to our interest in manipulation and control.

The process of distinguishing, among those factors which are broad causes, those that we regard as causes in the narrow sense and those that are mere conditions is often described as causal selection and is the focus of a great deal of research, particularly in social psychology. I do not dispute that this is a worthy project for psychological inquiry, but I do claim it is different from elucidating the broad cause/correlation contrast, and that an account of causation may be illuminating in connection with one of these projects and not the other. In particular, a proposed connection between causation and counterfactuals may be helpful in distinguishing between broad causal relationships and correlations, but not in understanding causal selection. This is how Lewis conceives of the  counterfactual theory   presented in his (1973): it  is explicitly described by Lewis as an attempt to capture a broad notion of causation  having to do with particular events, and not as a theory of causal selection. This is also true of the account presented in MTH and the condition (M) connecting causation and interventionist counterfactuals described in section 7.  

6.  Actual Cause Judgments
 The philosophical literature distinguishes between type causation (or type causal claims) and token causation (or token or singular causal claims). Type causal claims are often thought of as general causal claims making no explicit reference to any particular instantiation of the cause and effect, as when one says that short circuits cause fires, without referring to any particular short circuit or fire. Token causal claims, by contrast, explicitly claim that some particular event was causally responsible for another, as when one says that the short circuit occurring in Jones’ attic at time t caused the fire that destroyed the attic at t+d. The type/token terminology is deeply entrenched in philosophical usage. Nonetheless, as ordinarily understood, it is misleading (cf. Woodward, 1990,  Hitchcock, 2007). First, contrary to what the type/token terminology suggests, type causal claims should not be understood as claims about the existence of causal relationships between abstract types or properties, which are not realized in particular occurrences. When short circuits cause fires, this always involves particular individual short circuits (tokens) causing particular individual fires (also tokens). 

A deeper point concerns the relationship between type causal claims and our practices of ascribing responsibility to particular events in causing others, which in order to avoid some of the unclarities of type/token distinction, I will call actual cause judgments. As many examples in the literature show, one may have complete knowledge of the type causal relationships obtaining in a given situation (telling us how token realizations of those types are causally related in the situation) and yet this information does not seem to fully constrain the actual cause judgments we make.   Suppose that smoking causes lung cancer (a type causal relationship), Jones smokes heavily, and Jones develops lung cancer. These assumptions leave it open whether Jones’ smoking was an actual cause of his lung cancer—this might be true, but it might also be true that the actual cause of Jones’ lung cancer was something completely different such as his exposure to asbestos. For similar reasons, adding that Jones was exposed to asbestos and that such exposure causes lung cancer  also does not settle what caused Jones’ lung cancer. More complex and subtle examples illustrating the same point can be found in Collins, Hall,  and Paul, 2004.

 Although I lack the space for detailed discussion, I take these considerations to suggest that type cause and actual cause judgments play at least somewhat distinct  roles in our thinking and often may be guided by different sorts of considerations. With type causal judgments our concern is often forward – looking: it involves reasoning from a cause or potential cause to its effects. Often this involves a concern with prediction or manipulation or with explaining repeatable events. For example, we may use type causal information to predict what will happen if a certain kind of cause occurs or to tell us which means to introduce in order to bring about some desired outcome, as when we reason that application of fertilizer will cause crops to grow or putting a certain object on a blicket detector will activate the blicket. 

By contrast, actual cause judgments are often made in cases in which a particular outcome occurs (often but not always, something bad). Our concern is then to reason ‘back’ from this outcome to another occurrence which can be regarded (either literally or figuratively) as ‘responsible for’ or ‘to blame’ for it. For example, we see a stunted plant and ask what is responsible for its deficient growth (as opposed to asking whether application of fertilizer will in general stimulate plant growth). In some cases, the responsibility in question is moral or legal; in other cases, responsibility may be assigned on the basis of expectations about normal biological functioning  or on ideas about what counts as a deviation or disruption of such functioning (e.g.,  disease) or on the basis of some engineering or design norm, as when why we single out the behavior of the O-rings as the cause of the Challenger disaster. 

I don’t claim that this conceptualization in terms of responsibility captures everything that underlies our practices of actual cause judgment, but merely that this is one factor that seems to shape these judgments. However, if this is correct, it suggests it may be a mistake to suppose that getting clearer about our practices of actual cause judgment will automatically illuminate every aspect of our practices involving type cause judgments. In particular, it may be a mistake to suppose that type causal judgments are merely generalizations to types of actual cause judgments; instead the two kinds of judgment, although not completely unrelated,  may be guided by considerations that are at least somewhat distinct.

Why does this matter? If one looks at the psychological literature on causal cognition, one sees what looks like two rather different research paradigms or projects, paralleling the   distinctions drawn above. In one, typified by the research reported in Gopnik and Schulz (2007), the focus is mainly on learning and reasoning about type causal relations and the causal relations of interest are “causal” in what I called the broad sense. Normative theories of causal learning and reasoning are relevant in this paradigm because successful performance is part of what researchers want to understand. In a typical experiment, subjects are put in environment in which there are unknown causal relationships and where there is a well-defined notion of making a mistake about these—e.g., concluding something makes a blicket machine go when it doesn’t. Successful acquisition of causal information may be shown by non – verbal behavior (picking out  one object rather than some alternative as the one that will activate a detector) as well by correct use of words like “cause”. Because of this, the experimental paradigms allow for the possibility (at least in principle) that subjects may have causal representations (and may support these with processing of counterfactuals, probabilities etc.) even if they are non-verbal.

In another, contrasting paradigm (common in social psychology), experiment and theory focus largely on understanding the criteria governing actual cause judgments (and in particular understanding causal selection in connection with such judgments). In a typical experiment (see, e.g., the example from Mandel below) subjects are presented with verbal scenarios involving a particular outcome in which all the broad causal relationships (involving many different factors) are either stipulated (or in some cases left unspecified). The researcher’s interest is which of these factors subjects will pick out as ‘the cause’ or will rate as most strongly causal and what factors affect such judgments. There is no other basis for identifying subject’s actual cause judgments besides their verbal responses to questions. Subjects do not face a learning problem in the way that subjects in the first paradigm do, and there is no obvious standard for whether the subjects’ judgments are correct other than whether they conform to the most common patterns of attribution. 

 I repeat that in my view both projects are interesting and worthwhile. However, I also want to stress that that the understanding of actual cause judgment (including how these are connected to counterfactuals) that the second paradigm yields may tell us less than we would like to know about the project of understanding how humans acquire and use type level causal knowledge for manipulation, control, and explanation, and how type causal judgments are connected to counterfactuals. 

As an illustration, consider an interesting paper by Mandel (2003). Mandel is interested in the role that ‘counterfactual thinking’ plays in causal selection, particularly as expressed in actual cause judgments. He considers the suggestion that those factors most readily picked out as the (or a) cause of some outcome are just those factors that figure in the antecedents of those counterfactuals that most readily come to mind when subjects are asked to consider counterfactuals about which factors might be changed or mutated to prevent or undo the outcome. 

Mandel has little difficulty in showing that (at least when taken in an unqualified way) this suggestion is mistaken. In one experiment, subjects are given a scenario in which Jones decides to drive home via a new route and is injured in a collision with a drunk driver. When subjects are prompted to consider counterfactuals leading to the undoing of the accident, they focus most readily on counterfactuals in which Jones does not choose the new route, but when asked for the cause of Jones’ injuries, they select the collision. This suggests that people’s causal selections are not guided (or are not guided only) by a particular kind of ‘but for’ counterfactual, one that involves undoing the effect. In this sense, there is, as Mandel puts it, a ‘dissociation’ between causal and counterfactual judgments. 

Does it follow that counterfactual theories of causation are mistaken in general when taken as psychological theories? This conclusion seems premature. First, Mandel’s results have to do with one particular aspect of causal cognition: causal selection in connection with actual cause judgments; they simply don’t address the possible role of counterfactuals in discriminating between broad causes and correlations in type cause judgments. Moreover, in the latter connection, what matters, according to most counterfactual theories of causation, is which counterfactuals are true (or are regarded by subjects as true) not which counterfactuals come most readily to mind. It would be very surprising if Mandel’s subjects were to deny the counterfactual claim that if the collision with the drunk driver had not occurred, Jones would not have been injured – subjects most likely think that this counterfactual is true, even if  it is not the counterfactual that most  readily comes to mind when people are asked to “undo” the accident.    In this respect there is a connection (rather than a “dissociation’) between the causal role of the drunk  driver and  a counterfactual linking the driver and the injury. Mandel’s results are thus consistent with the contention that counterfactual thinking figures in the distinction people draw between those factors that are broadly causal (these will include both the collision and the choice of route) and those that are merely correlational. Nor, for reasons already explained, do the results of such experiments tell us much about how we learn (or reason) about type causal relationships. Subjects are told what all of the relevant broad causal relationships are in the scenario (there is no learning), and it is not obvious in what sense someone who selects Jones’ choice of route as a cause is making a mistake, other than in departing from common usage. 

 Another point concerns what it means to hold a ‘counterfactual’ theory of causation. There is a strong tendency in the psychological literature (illustrated by Mandel’s scenario) to focus on hypotheses about the connection between causal claims and a particular kind of counterfactual: a ‘but for’ or ‘necessary condition’ counterfactual that relates the absence of the cause to the absence of the effect. (This is understandable since in both philosophy and the law counterfactual theories of causation have tended to employ such counterfactuals). It is thus important to realize that there are many other varieties of counterfactuals that may be linked to casual judgment in one way or another. For example, it is certainly possible to use counterfactuals to attempt to capture the idea that causes are sufficient (as opposed to necessary) in the circumstances for their effects:

If C causes E, then if C were absent   from the actual circumstances and then introduced (via an intervention—see below) into those circumstances, E would occur. 

To avoid trivialization, we would also need to provide truth conditions for this counterfactual according to which it is not automatically true as long as instances of C and E occur (i.e., we need to reject a ‘strong centering’ principle for counterfactuals,    but, as noted above,  there are independent reasons for doing this -- see footnote 3.) Other causal notions and distinctions can also be captured counterfactually, again using counterfactuals that are not ‘but for’ counterfactuals (Woodward, 2006). The larger point is that although it is true that ‘but for’ counterfactuals do not capture all aspects of causal judgment; it does not follow that some other features of causal judgment cannot be captured via other counterfactuals. 

7. Interventionism.
With this as background, let us turn to some issues in the psychology of causal cognition specifically raised by interventionist accounts of causation. Here I will provide only the briefest overview—the reader is referred to Woodward, 2003, 2007, as well as the other papers in Gopnik and Schulz, 2007 for additional discussion. Interventionists think of causal relationships as relationships that are potentially exploitable for purposes of manipulation and control. A simple characterization of what it is for C to be a type cause of E within such a theory is: 
(M) If an intervention that changes the value of C were to occur and if under such an intervention (and no others) C and E would be correlated (or equivalently if E would change under this intervention on C), then C causes E. Conversely, if C causes E, then there are possible interventions that change the value of C such that if such interventions (and no other interventions) were to occur, C and E would be correlated (equivalently, E would change under this intervention on C.) 

 ‘Intervention’ is a technical notion; it is a generalization of the notion of an ideal experimental manipulation. Manipulations carried out by human beings are among paradigmatic cases of interventions (and such manipulations arguably play an important role in causal learning—see below) but the notion of an intervention itself can be specified without reference to human agency. However, causal notions are required for the specification of an appropriately behaved notion of intervention. Thus while (M) yields a link between casual claims and what happens under interventions, it does not yield a reductive analysis of causation in terms of claims about counterfactuals (or anything else.) To the extent that we are willing to use (M) as a basis for a psychological theory, it should not encourage us to think that it is possible to characterize causal beliefs in terms of a more general category of counterfactual beliefs that are non-causal in character. 

 (M) is specified in terms of a particular kind of counterfactual which I will call an interventionist counterfactual having to do with what would happen to E if   interventions on C were to occur. (The notion of a counterfactual at work here is the broad, philosophical notion described in section 2, rather than some narrower notion.)  This counterfactual formulation seems natural since we do not want to make whether C causes E depend on whether an intervention on C actually occurs.   

 (M) is intended as a characterization of a broad notion of (type) causation; it plainly fails to capture the narrow cause/ conditions contrast. (For example, it counts both the occurrence of short circuits and the presence of oxygen as among the causes of fires.) For reasons explained above, I do not regard this as a fatal deficiency in (M), either when construed as a normative or descriptive psychological theory. (M) will be defensible in the latter role, as long as people draw a contrast between causal and correlational relationships and (M) correctly captures this.

 How should interventionist counterfactuals be understood and what, so to speak, is their psychological significance? As explained above, in normative versions of the theory, the notion of an intervention is not linked essentially to human action. Nonetheless, in developing the approach into a psychological theory, it is very natural to assign special significance to those interventionist counterfactuals that are connected to action (and to planning and means/ends reasoning) directed at changing or transforming the world in order to achieve some goal. If interventionism (construed as a psychological theory) is on the right track, grasp of such conditionals will be central to at least some aspects of causal cognition. 

 In pursuing this idea, two crucial questions are (i) whether it is possible to be ‘implicitly’ guided by or sensitive  the information provided by such   action-oriented counterfactuals even if one is not able to provide correct verbal answers to explicit questions about them (ii) and, supposing that this is possible, what would constitute evidence for such guidance. The motivation underlying these questions is that,  as suggested above, it seems natural to understand a great deal of planning and goal-directed action (including that exhibited by small children) as involving a (perhaps tacit or implicit) appreciation of counterfactual (or at least conditional) relationships. Consider an agent A who recognizes that the present state of the world is X and who wishes to achieve some goal which involves the world being in state X’ (X. Suppose also A recognizes that by doing Y, she can change the state of the world to X’. Here we have a simple, action directed counterfactual ( that is,  a counterfactual in the broad  philosophical sense—call it a future hypothetical if you would prefer): if A were to do Y, then X would be the case. Although this assumption may prove, on further analysis, to be mistaken, it seems very natural to suppose that in some circumstances A’s non –verbal behavior can provide evidence that she is guided by or sensitive to the information in such conditionals/ counterfactuals and that this can occur in subjects, such as young children, that  lack the cognitive and linguistic sophistication  to accurately answer many verbal questions about such conditionals.  In addition to the example from Gopnik cited in section 3, a number of other phenomena, including backward blocking and learning involving combinations of interventions seem to suggest a similar interpretation in terms of implicit   processing involving conditionals
.  

Let us tentatively adopt such an interpretation and see where it leads. First, note that a similar sensitivity to action-counterfactuals must also be present among subjects who are able to parse or minimally understand the actions of others, at least in so far as such parsing involves  decomposing other’s actions into goals or ends, on the one hand, and the means employed to achieve these, on the other.  For example,  Meltzoff (2007)  has shown that  even very young infants can distinguish between an adult model’s goals (pulling an object apart, activating a detector) and the means the model employs in attempting to achieve these, adopting different means when it is appropriate to do so.   Such action parsing and means/ends discrimination is known to emerge very early (Meltzoff, 2007) and a natural thought is that it might be part of a scaffolding enabling acquisition of a full-fledged interventionist conception of causation and the understanding of conditional relationships that accompanies this. This idea is explored in more detail in a number of the papers in Gopnik and Schulz, 2007
. 

A second set of issues concerns the character of the conditionals  associated with (M) and with goal directed action.  I noted above that these will count as counterfactuals according to the standard philosophical conception of counterfactuals.    However if one adopts the narrower usage favored by psychologists, then these conditionals seem to be mainly or entirely future hypotheticals   —that is, claims about what will happen, under the assumption that certain interventions occur in the future. Thus if beliefs about type causal relationships require or in some way involve a grasp, implicit or otherwise, of conditionals (and one wants to distinguish genuine counterfactuals from future hypotheticals) , a grasp of future hypotheticals may be sufficient. 

This is relevant to psychological issues about the relationship between causal beliefs and mastery of various kinds of conditionals  among young children. Suppose, for the sake of argument that we accept that  (a)  young children have difficulty understanding and correctly evaluating   the sorts of conditionals that psychologists describe as counterfactuals   or at least that they find these considerably more difficult than the corresponding future hypotheticals. Nonetheless (b) such  children  exhibit an understanding of a range of causal concepts— as Roessler (this volume observes, they understand concepts like push, pull, etc. and use them to make true causal claims and they correctly solve various other kinds of causal inference problems. It may seem tempting to infer that at least for such children causal beliefs and understanding does not consist in the mastery of ‘counterfactuals—that there is a “dissociation” between children’s abilities to make causal judgments and their capacity for counterfactual reasoning’
. 

The observation that the representation of type causation in terms of conditionals may require only the representation of future hypotheticals may go some way toward reconciling (a) and (b). That is, if the sorts of conditionals associated with the understanding of type causal claims are future hypotheticals, then  to the extent that young children do exhibit mastery of these, there may be no “dissociation” between their understanding of conditionals and their understanding of  causal concepts. 

Interestingly, though, matters may be different with actual cause judgments. Here precisely because such judgments commonly require identifying a cause of an event that has already occurred, to the extent that an account of such judgments in terms of conditionals  is possible at all,  it  seems plausible that these  will be “counterfactuals” in the (narrow) sense favored  by psychologists—that is they will be conditionals about the past whose antecedents involve the supposition that some  actually occurring event did not occur. For example, if we want an account that connects the actual cause judgment that the short circuit caused the fire to a  conditional  of some kind, this  will presumably be (or at least include) a conditional concerning what would have happened if the short circuit  had not occurred.  Thus to the  extent that reasoning (whether implicit or explicit) with  such counterfactuals  is required for actual cause judgments and to the extent that such reasoning is more difficult for young children than reasoning with future hypotheticals, then it is arguable that we should expect young children to have more difficulty with actual cause judgments than with type cause judgments and to acquire the ability to use the latter appropriately before they acquire the ability to use the former. To the best of my knowledge this issue has not been explored empirically – it would obviously be desirable to do so . If my remarks on the differences between actual cause and type causal judgment are on the right track and if, for whatever reasons, future hypotheticals are easier for children than counterfactuals with false antecedents concerning the past, it seems entirely possible that there may be some developmental dissociation between these two kinds of judgment, with mastery of the latter preceding mastery of the former. Of course,  another possibility is that a capacity to reason with counterfactual conditionals (in either the sense favored by psychologists or the sense favored by philosophers) is not required for actual cause judgments and that some other form of reasoning is involved in such judgments. And yet another possibility is that once one controls for subject matter and other factors, children do just as well with future hypotheticals as with counterfactuals in the narrow sense, in which case they may do just as well with actual cause judgments as with type cause judgments. 

8. Implicit Knowledge of Counterfactuals Again 
Putting aside issues about differences in the ways in which type and actual cause judgments may be related to conditionals of various sorts, let me return to the more general question of how explicit, conscious, and/or tied to verbal performance   a subject’s cognitive processing needs to be to qualify as ‘counterfactual reasoning’ (in either the psychologist’s or the philosopher’s sense) . When young children’s fail to give correct answers to questions involving counterfactuals, does this by itself show that they are unable to engage in counterfactual reasoning or that is wrong to think their causal beliefs involve implicit grasp of counterfactuals? Or can counterfactual reasoning/processing be manifested in non- verbal behavior? 

In considering this issue, it is worth observing that a similar dissociation between apparent implicit processing and explicit verbal performance is common elsewhere. There are a number of tasks in which both infants and adults process statistical information and use it to modify their behavior and judgment in normatively correct ways (e.g., Saffran et al., 1996). At the same time, even adults are notoriously bad at many problems involving probability and statistics when these require conscious deliberation and explicit verbal answers. The general pattern seems to be that often abilities involved in implicit processing are not easily deployed in explicit reasoning tasks –good normative performance on the latter requires specialized forms of explicit training, such as a course in statistics. A natural thought is that a similar point might hold for reasoning involving conditionals, including counterfactuals. 

Of course, the notion of implicit representation/processing in general (quite independently of whether it is claimed to involve counterfactuals) is far from transparent.   This is an old issue in cognitive science and I won’t try to resolve it here. I will observe, however, that virtually all major theories of causal learning and judgment in psychology are not even prima-facie plausible if they are understood as claims about subject’s explicit mastery of concepts occurring in those theories.   For example, the claims that subject’s causal judgments track (p = P(O/A) – P (O/-A) or that they track causal power in Patricia Cheng’s (1997) sense are not remotely plausible if understood as claims about subject’s  abilities to answer explicit questions about conditional probabilities. It would be absurd to claim that Cheng’s theory is refuted just on the grounds that typical subjects are unable to understand the expression for the causal power of a generative cause(= (p / 1- e/-c) occurring in her theory or make mistakes when they attempt to evaluate this expression .  In this respect, the claim that subjects engage in implicit   counterfactual processing when they make causal judgments seems no different from similar claims made by other theories of casual judgment.  It is a claim about  the existence of certain patterns or regularities    their reasoning,  behavior, and responsiveness to evidence and not a claim about the subject’s introspective access to or understanding  of those patterns (or about the subject’s introspective access to   descriptions of those patterns provided by theorists) . 
  

It is also worth noting that these considerations bear on the suggestion that, assuming that it is correct that counterfactual reasoning is difficult for small children, this is because of the demands it imposes on processes of working memory and executive function that are underdeveloped in small children.  It may be that such difficulties in executive functioning and working memory are more likely for tasks involving explicit counterfactual reasoning (requiring correct verbal responses) than for tasks involving implicit counterfactual processing, assuming we can make sense of the latter idea. 

9. An Interventionist Account of Causal Representation 
My argument so far has been, in effect, that any attempt to connect causal cognition with counterfactual processing is going to have to regard much of that processing as ‘implicit’   if it is going to be remotely plausible. That said, it seems undeniable that, even from an interventionist perspective, more is involved in human causal cognition than just being guided in one’s behavior by implicit processing involving counterfactuals linking ones own actions to outcomes.  For one thing, the above description may be satisfied by learning involving just operant conditioning – that is, the implicit learning of action/outcome contingencies, and this seems to fall short of full fledged human causal representation. 

What more, then, is required for guidance by genuinely casual representations? Let me suggest two candidates for additional necessary conditions (I do not claim that they are jointly sufficient).  

9.1) To the extent that operant conditioning just involves an organism learning about relationships between its own behavior and outcomes these produce, the representations involved are egocentric. Adult human causal representation is allocentric rather than egocentric; it involves the idea that the very same relationship present between my actions and outcomes can be present both when other organisms act, and in nature, independently of the action of any organism. To employ an example from Woodward, 2007, human causal representation is such that it represents the same (type) causal relationship as present between (i) the shaking of a tree limb by the wind and the fall of fruit from the limb and (ii) when we or another organism shake the limb. This helps to enable forms of causal learning in humans that would not be possible in organisms whose representations were more egocentric—one can learn both from the interventions of others and from observing regularities in nature. 

9.2) Human causal representation seems map-like in other respects as well. Although type causation is not in general transitive, it is often true that if i) X causes Y and (ii) Y causes Z, we may reliably conclude that (iii) X causes Z. Human planning and means/ends reasoning to produce desired effects often involves (among other things) the capacity to put together beliefs of form (i) and (ii) together to get a belief and associated procedure in the form of (iii) which allows one to produce some desired goal: I want enemy dead and recognize that a large falling rock will kill him but I can’t directly move the necessary rock. I also recognize, however, that levers can move rocks etc. Notice that this causal connection between moving the lever and enemy’s death may not reflect any regularity that I have previously observed occurring spontaneously in nature. Instead, I likely have to (physically) construct the relevant connection after (in some sense) recognizing its possibility. This is analogous to the way in which possession of an allocentric spatial map can allow for the solution of novel navigational tasks that could not be solved with a more egocentric form of spatial representation. Like allocentric spatial maps, human causal representation takes a form which integrates or ties together different pieces of causal information rather than leaving them isolated from one another and thus allows causal insight into novel situations.  

10. Causal Perception

Among the many issues that I have neglected so far is the role of so-called casual perception in establishing causal conclusions. This is  particularly emphasized in Johannes Roessler’s contribution to this volume. Roessler  suggests that many of the causal judgments we make in ordinary life are established on the basis of perceptual clues and, following Anscombe and Strawson,  advocates a particularist  conception of causal understanding based on “thick” specific causal concepts. 

   It is uncontroversial that there is a range of “mechanical” interactions in which adult subjects report perceiving that a causal interaction has occurred—these include Michottean collisions or “launching events”  in which one object  strikes another and causes it to move, phenomena in which there is a perception of pulling, pushing, or  bursting, and arguably perceptions of support. At the same time, there are many other cases in which subjects make causal judgments and in which causal perception and the spatio-temporal/ mechanical cues associated with it are not sufficient to disambiguate   competing  causal hypotheses. This can readily happen  even with simple mechanical devices—for example, in the case of  the gear toy discussed in Gopnik et al., 2007  spatio-temporal/mechanical cues are insufficient to tell subjects whether one gear causes the other to move or both are caused to move by a common cause. Here active intervention (which is successfully performed by small children) is required to sort out the causal structure of the device. In other situations, including many encountered in ordinary life,  while the   interactions involved may be mechanical at some microscopic level, causal perception  of the sort under discussion not helpful in discovering  what the causal relationships are.  This is generally true, for example,  if one is trying  to determine whether certain agricultural techniques enhance crop growth, whether ingesting a food will make you nauseous,  whether exposure to a putative pathogen will make you  ill,  or whether a structure is sturdy enough to hold a certain load or withstand certain conditions of use and weather
. In these cases, observation of covariation between candidate causes and putative effects -- whether this involves passive observation or observing the results of one’s own interventions (or those of others)-- plays an important role.  In addition, a huge body of evidence shows that human beings (including small children) can learn causal relationships, including arbitrary and unfamiliar causal relationships that are not subsumable into  previously familiar categories of pushing, squashing and so on, from covariational information. For this reason,  while I agree that causal perception plays a role to in ordinary causal learning and judgment, my view is that it is simply not true that all or most causal learning or  judgment  in ordinary life just involves  the  exercise of causal perception or the application of such already learned “particular causal concepts” .  In addition,  and quite  independently of what happens most often
, it is a crucial feature of human causal learning  that we are able to learn novel causal relationships that do not fit into pre-existing specific categories.  Thus if  the particularist account of causal understanding  advocated writers like Strawson and Anscombe amounts to the claim that any general concept of causation is entirely parasitic on more causal specific concepts,   that the more general concept plays no important independent role in ordinary human cognition, and that causal learning from covariaitonal information is unimportant, I think such an account is mistaken on empirical grounds. Moreover, the particularist account also seems to me to be completely fail to explain causal learning, both because it has nothing to say about how novel causal relationships are learned  and because, even when causal judgment takes the form of applying pre-existing particularist categories to particular situations (so that various episodes are classified as scrapings, squashings etc),  the particularist account says nothing either about how these categories are either initially acquired or how we learn to recognize when particular episodes fall under them
.  
I can further clarify these points by commenting briefly on some remarks of Roessler’s concering a passage from  Making Things Happen. Roessler writes:

Here is Jim Woodward, commenting on the example of ‘an early hominid who observes that rocks tend to move when struck by other rocks of roughly equal size in cases in which such impacts occur “naturally”, without human intervention’: ‘the possibility that the relationship in question [is] merely correlational seems so unlikely that it is easy to overlook the point that a separate inferential step is required to move from the claim that two kinds of events are correlated to a claim about how one will respond under manipulation of the other.’ Suppose we insist that characterizing the early hominid’s experience as a sequence of experiences of distinct events — an experience of a stone striking another, followed by an experience of the second stone moving — is phenomenologically off-key: if the hominid is at all like us, he will experience the event as a specific mode of causal transaction, as a single event or process of one stone knocking off another. So the question of whether the relationship between two observed events is causal or merely correlational simply will not arise.

 
  First, in claiming that a separate inferential step is required to  move from correlational information to causal conclusions, I was not making a claim about anyone’s phenomenology. My point was rather a matter of logic: in many cases, the same correlational evidence is   consistent with a number of different causal claims—hence additional information or assumptions are required to get from the correlational information  to a unique causal conclusion. For example, the existence of a correlation between X and Y is  consistent with X causing Y, Y causing X or  X and Y having a common cause, among other possibilities. This does not mean or require that when someone judges in this case that e.g. X causes Y, they must as a matter of conscious phenomenology   first go through   a “precausal” stage  of awareness   in which X and Y are represented as merely correlated  and    then on the basis of what is represented at this stage, consciously go through a series of separate inferential steps which lead to the  conclusion that X causes Y. Sometimes this may be a reasonable description of what happens but in other cases, just as Roessler claims, the subject may not be consciously aware of going through the processing just described.   This is true of the cases we think of as involving causal perception: In such cases it  seems  to the subject as a matter of phenomenology  that  she directly sees that X causes Y (or that some particular instance of X causes Y), with no awareness of a distinct presentation of evidence involving correlations and no  awareness of intermediate inferential steps.  However, this does not mean  that prior processing fails to occur or that it is not the business of psychology to describe it. Even in the case of launching phenomena, which presumably represent the kind of case that is most favorable to Roessler’s point of view, there must be some computational story about how the visual system, in response to various spatio/ temporal cues (and perhaps covariational information as well), produces the perception that some interactions are causal and others are not.  Subjects may not be consciously aware of such cues or may not be aware of them as  distinct spatio- temporal cues that occur independently  of the perception of causation, and certainly will not be aware of the computations of  that generate this perception of cooperation, but   this does not mean that  it is misguided to  appeal to  these factors to explain how this perception occurs
.  As an analogy consider the way in which the visual system somehow constructs or creates the experience of three dimensional objects from more primitive kinds of visual information and various kinds of complex processing.  Most or all  of this occurs outside of consciousness.   Plainly it would be misguided to criticize accounts of visual object processing on the grounds that  we have no phenomenological awareness of this processing or the more visually primitive elements over which it operates. Similarly for causal learning and inference.  
References 

Beck, S., Robinson, E., Carroll, D. and Apperly, I. 2006: Children’s Thinking About Counterfactuals and Future Hypotheticals as Possibilities. Child Development, 77, 413 – 426. 

Beck, S. and Riggs, K. (This Volume): Multiple developments in counterfactual thinking. 
Bonawitz, L.,     Ferranti, D.,   Saxe  R,   Gopnik ,  G. , Meltzoff,   A.   Schulz, L. and Woodward, J. (2009)  “Just do it? Investigating the gap between prediction and action in toddlers’ causal inferences” Cognition.  
Cheng, P.W. (1997). "From Covariation to Causation: A Causal Power Theory." Psychological Review 104: 367-405.

Collins, J. Hall,  N. and Paul, L. (204)  “Counterfactuals and Causation: History, Problems, and Prospects” in  Collins, J. Hall, N. and Paul, L. Causation and Counterfactuals  Cambridge, MA: MIT Press.
Edgington, D. (This Volume) “Causation First: Why Causation is Prior to 

Counterfactuals

 German, T. P. & Nichols, S. (2003). Children's counterfactual inferences about long and short causal chains. Developmental Science, 6, 514-523

Gopnik, A.  (2009) The Philosophical Baby.  New York: Farrar, Straus, and Giroux 
Gopnik, A. and Schulz, L. (eds) 2007: Causal Learning: Psychology, Philosophy and Computation. New York, NY: Oxford University Press. 
Harris, P. L., German, T. & Mills, P. (1996). Children’s use of counterfactual thinking in causal reasoning. Cognition, 61, 233-259. 
Hitchcock, C.  (2007) “Prevention, Preemption, and the Principle of Sufficient Reason”. Philosophical Review, 116, 495-532. 
Lewis, D. 1973: “Causation”. Journal of Philosophy, 70, 556-67.

List. C. and Menzies, P. (2009) Non-Reductive Physicalism and the Limits of the Exclusion Principle. Journal of Philosophy
Mackie, J. 1974: The Cement of the Universe. Oxford: Oxford University Press. 

Mandel, D. 2003: Judgment Dissociation Theory: An Analysis of Differences in Causal, Counterfactual, and Covariational Reasoning. Journal of Experimental Psychology: General, 132, 419-34. 

McCormack, T., Butterfill, S., Hoerl, C. and Burns, P. Forthcoming: Children’s Causal and Counterfactual Judgments.

Meltzoff, A. 2007: Infant’s Causal Learning: Intervention, Observation, Imitation. In A. Gopnik and L. Schulz (eds), 2007, 37-47. 

Mitchell, C., Lovibond, P. and Condoleon, M. 2005: Evidence for Deductive Reasoning in Blocking of Causal Judgments. Learning and Motivation, 36, 77–87. 
Perner, J., Sprung, M. and Steinkogler, B. 2004: Counterfactual Conditionals and False Belief: A Developmental Disassociation. Cognitive Development, 19, 179–201.

Perner, J. and Rafetseder, E. (This Volume) Hypothetical Reasoning or Counterfactual Reasoning: Children Lost in the Nearest Possible World. 

Riggs, K. J., Peterson, D. M., Robinson, E. J. & Mitchell, P. (1998). Are Errors in False Belief Tasks Symptomatic of a Broader Difficulty with Counterfactuality? Cognitive Development, 13, 73-90
 
Robinson, E. J. & Beck, S. (2000). What is difficult about counterfactual reasoning? In P. Mitchell & K.J. Riggs (Eds.), Children’s reasoning and the mind (pp. 101-119). Hove, East Sussex: Psychology Press. 
Roessler, J.  (This volume)  Interventionism, Agency, and Causal Understanding. 

Rubin, D. (1974) “Estimating the Causal Effects of Treatment in Randomized and Non- Randomized Studies” Journal of Educational Psychology 66, 688-701. 

Saffran, J., Johnson, E., Aslan, R., Newport, E. 1996: Statistical Learning by 8-month Old Infants. Science, 274, 1926-1928. 

Schulz, L., Gopnik, A. and Glymour, C. (2007) Preschool children learn about causal structure from conditional interventions Developmental Science 10:  322–332
Shanks, D.  (2004) “ Judging Covariation and Causation”  in Koehler, D. and Harvey, N. (eds.) Handbook of Judgment and Decsion-Making. Oxford: Blackwell Publishing, pp. 220-239. 
Sobel, D. (This volume) “Domain-specific causal knowledge and children’s reasoning 

about hypotheses, fantasy, and counterfactuals

Ursu, S. and Carter, C. (2005) “Outcome representations, counterfactual comparisons and the human orbitofrontal cortex: Implications for neuroimaging studies of decision-making” Cognitive Brain Research 23   51–60
 Woodward, J. (1990) "Supervenience and Singular Causal Claims." In Explanation and Its Limits.  (Royal Institute of Philosophy Conference), ed. Dudley Knowles.   Cambridge: Cambridge University Press.    211-246.
Woodward, J. 2003: Making Things Happen: A Theory of Causal Explanation. New York: Oxford University Press.  
Woodward, J. 2006: Sensitive and Insensitive Causation. The Philosophical Review, 115, 1-50. 
Woodward, J. 2007: Interventionist Theories of Causation in Psychological Perspective. In A. Gopnik and L. Schulz (eds), 2007, 19-36.
Woodward, J. (Forthcoming) “Causal Perception and Causal Understanding”. In Causation, Perception, and Objectivity: Issues in Philosophy and Psychology, Oxford University Press, ed. Johannes Roessler.
�   In addition to this more restricted use in connection with conditionals, there is another respect in which usage in psychology departs from usage in philosophy: “counterfactual”  in psychology is  commonly used to mean both a kind of conditional and  as an adjective meaning “false”, “non-actual”   or “containing false premises or assumptions” as in “counterfactual event”, “counterfactual assumption” and even “counterfactual syllogism” (Beck and Riggs,   this volume) —this is apparently   a syllogism with one or more false premises.  At the risk of sounding even more curmudgeonly than I do elsewhere in this section, I have to say that  I find this usage confusing. There are obvious reasons for not using the same word for a kind of conditional, which can be either true or false, and   as a synonym for “false”, especially since there are perfectly good words, including “false” itself, that more accurately convey what is meant in the latter case.   


� In what follows I focus on the way in which the   semantics of counterfactuals figures in philosophical discussion.  It is also natural to ask whether (or in what respects) philosophers understand that semantics  as having psychological implications.   I think that the answer is   unclear. Presumably it is possible to regard the semantics as simply a device for representing the truth conditions of counterfactuals and capturing certain inference patterns, with no implication that it has any further psychological reality. On the other hand, a number of philosophers, including both Mackie and   less obviously Lewis, often write as though they think that their  proposals  capture, perhaps at some very abstract level of description, processes that go on or sometimes go on when people evaluate counterfactuals – one imagines the antecedent inserted into a world appropriately similar to the actual world and considers what will or would happen etc. Presumably doing this does not require that one explicitly and consciously  think in terms of possible worlds, a similarity metric over them and so on  —it is enough that this apparatus can be used to describe what subjects do. I will return to this issue of psychological reality in subsequent sections.





�This is a consequence of  Lewis’ adoption of what he  calls the “strong centering principle”, according to which no other world is as similar to the actual world as the actual world is to itself. To see that this principle is probably mistaken when construed as an account of our practices of evaluating counterfactuals consider a  scenario in which an indeterministic coin which has probability one half is tossed at time t and lands heads. The counterfactual, “if this coin were tossed at time t, it would land heads” has a true antecedent and consequent but is regarded by most people as false.  For additional discussion of the status of the strong centering principle, see List and Menzies, 2009. 


� Of course this difficulty can be avoided by denying that (2.2) is   a genuine counterfactual, whether or not its antecedent is false. This would be a more coherent position than making whether (2.2) is a counterfactual depend on whether its antecedent is ever realized.


� We see here, incidentally, an  illustration of difficulties  that can result from  using “counterfactual” both as an adjective applying to events   meaning “non-actual” and as a name for a kind of conditional. If “counterfactual” just means “non-actual” then it is a trivial tautology that thinking about a “counterfactual event” involves  imagining “something known to be false”.  Apparently, it is easy to slide from this truism to the idea that counterfactual conditionals must refer to non-actual events in their antecedents (i.e. must have false antecedents)  and  from this to the idea that there is a fundamental difference between  the psychological processes associated with reasoning with counterfactual conditionals and with future hypotheticals. Again, there may as an empirical matter be such a difference, but its existence doesn’t follow just from the truism about what is involved in thinking about “counterfactual events”. 


� Beck and Riggs also distinguish between thinking about what one knows to be false and resisting  or inhibiting what one knows to be true. They claim that  what they call   counterfactual syllogism tasks involve  the former but not the latter. (An example of a such a syllogism: Children are asked to imagine that all sheep are purple and that Jenny is a sheep,  and then asked whether  Jenny is purple ). They claim, by contrast,  that   genuine counterfactual reasoning involves both abilities.   I find this  puzzling. It is hard to see how imagining or thinking that sheep are purple while recognizing that this is not true does not involve some sort of suspension  or avoidance of the thought that they are white, which is presumably well-known to the children. When a child responds to the syllogism task by saying that Jenny the sheep is purple in what sense is he or she not  “resisting”  what  she knows to  be true?   


� Beck and Riggs also find that when children are given the tasks involving  counterfactual syllogisms  described in footnote 4 there is no relationship between their performance and measurements of inhibitory control, contrary to what one might expect.     Beck and Riggs attempt to explain this result by contending that such syllogisms are presented in a “fantasy format” and that this reduces demands for inhibitory control—that is, successful performance is possible without such inhibition. A similar claim might, I suppose,  be made about why children succeed at pretend play. The obvious problem with this suggestion is that, in the absence of some further explanation of why fantasy and pretend play have this effect of reducing the need for inhibitory control, it seems completely ad hoc: inhibitory control is required to reason  with possibilities that are contrary to fact, except when it isn’t. 


� Beck and Riggs may wish to claim, paralleling their treatment of counterfactual syllogisms,  that when reasoning about (2.5) children employ a fantasy format that reduces inhibitory demands. But for the reason described in footnote 5, this seems ad hoc in the absence of further details. 


� At the beginning of their paper, Perner and Rafetseder also discuss a number of conditionals associated with  scenarios in which  there are various rules governing assigning responsibility to the picking of flowers and use this discussion to motivate their claims about the differences between basic conditional and counterfactual reasoning.  Space precludes  discussion of these examples but I think their   discussion fails to distinguish between questions  that are naturally interpreted as having to do with normative rules (“if the gardener does not pick the flowers,  the butler should pick them”)    and conditionals  that describe what would in fact happen under various contingencies. (e.g. “if the gardener were not to pick the flowers, the butler would”).   That the former questions are answered differently than the latter does not tell us how it is most appropriate  to distinguish among different classes of conditionals. 


� In some respects such an analysis is not terribly far from what Perner and Rafetseder say about the difference between the Harris and Riggs et al experiments. Perner and Rafetseder suggest that  the subjects in Harris’ experiments rely more on default assumptions and background knowledge  than   the subjects in Riggs’ experiments. This difference is presumably highly correlated with the extent to which the subjects have prior causal knowledge of and familiarity with the two subject maters.   What I find unconvincing  is the further inference that  the experiments involve different kinds of conditional reasoning, only one of which is genuinely counterfactual. 


� It is known that subject’s answers to questions involving causal judgments can be strongly influenced by what might seem to be small changes in the wording of verbal probes—see Shanks, 2004. A similar point might hold for counterfactual judgments


� Should all behavior that exhibits, so to speak, sensitivity to alternative possibilities be treated as evidence for counterfactual reasoning?   Gopnik (2009) describes  babies who  recognize that a   rake that needs to be realigned in order  to successfully retrieve a toy as engaged in counterfactual reasoning—they recognize that with the rake in its original position, the toy cannot be retrieved but that if the  rake is (were to  be) repositioned in the just the right way, the toy will (would) be retrieved.   I have no strong    view about this, but am inclined to think that to the extent that the babies solve this problem in the way that an adult would who consciously and deliberately  imagines  the rake in alternative positions and then simulates what would follow for retrieval under these alternatives, there is reason to believe the babies (and the adult) are engaged in counterfactual reasoning. The case for this description would be strengthened if the neural areas that are active when an adult solves this task in the way just described are also active in the baby—something that may well not the case,


� I am aware of course that some philosophers  will find  the idea that counterfactuals might be used to explicate or clarify the content of causal claims as fundamentally misguided since they regard counterfactuals as unclear or metaphysical or perhaps simply think that causal claims are in some way “prior” to counterfactuals.  The alternative view that I am recommending is that it is simply an empirical  psychological fact that people sometimes find counterfactuals clearer, more vivid, or easier to understand than the causal claims with which they are associated or at least that they think they can use the former to clarify the later.  One may then ask what the explanation is for this empirical fact. 





� For example, it fails to account for the experimental results from Mandel discussed below. 


� For such an interpretation of backwards blocking, see Mitchell, C., Lovibond, P. and Condoleon, M. (2005) and for additional discussion, McCormack et al. (forthcoming). 


� As an illustration of how children’s actions in response to an adult model naturally suggests  a description in terms of counterfactual processing, consider the following account from Perner of an experiment of Meltzoff’s:


When observing an adult model trigger the blinking of a box by touching the box with her forehead (Meltzoff, 1988) infants will also use their head (and not their hands) for that purpose, but only if the model could have used her hands. Infants do use their hands when the model’s hands were occupied otherwise (for holding a blanket) during the demonstration. Underlying this difference between conditions must be infants’ counterfactual conditional reasoning: ‘if the model had had her hands free …’ (1998-99)


Since the infants are preverbal, Perner’s idea must be that the infant’s conditional reasoning is in some sense ‘implicit’ or at least that its ascription does not require that the infant be able to correctly answer questions posed in the form of conditionals (Is it true that if the model could have used her hands, then…?). To anticipate an objection, I agree we should distinguish cases in one is genuinely guided by an implicit grasp of a counterfactual, from cases in which the subject has merely acquired an action—response pattern as a result of instrumental conditioning. But since Perner’s example involves one –shot imitation learning, it does not seem plausible to think of it just as a case of instrumental learning. 





� For discussion of some of the relevant empirical results, see McCormack et al. (forthcoming). Unlike some other researchers, these authors find evidence that counterfactual and causal judgments are ‘psychologically related’; although the former lag the latter in development; in their words, their ‘findings are broadly consistent with any approach that assumes that counterfactual judgments are made on the basis of the same representations that underpin causal judgments’. 


� This way of looking at things may help with another puzzle. On the one hand, it seems introspectively plausible that running what one might think of as counterfactual simulations of  what would happen if…. in one’s head can sometimes help one to reason about causal relationships. On the other hand, in ‘running’ such counterfactuals and seeing what results,  we seem to make use of causal knowledge that we already possess, at least on an interventionist treatment of causation.  If so, how could this process possibly help to clarify our understanding of causal relationships? One possible answer: the use of counterfactual simulation might help to clarify causal relationships if the causal/counterfactual knowledge one draws on to run the simulation is tacit or non-explicit and if the simulation allows one to access or make explicit implications of this knowledge. A similar idea might help to explain why (as a matter of empirical fact) connecting causal claims to explicit counterfactuals often seems to help clarify or elucidate them. 


 








� The border between perception and cognition is   notoriously slippery and this may make it tempting to expand the notion of causal perception to include cases of what many would regard as non-perception causal based judgment (e.g. judging that a drug cures a disease) . Against this tendency, I would argue that the neural structures and processes  underlying uncontroversial cases of causal judgment are largely distinct from those underlying non-perceptual causal judgment. Associated with the former (in cases of the visual perception of causation) are areas like MT and STS which we have independent grounds for regarding as visual or sensory processing areas. Causal judgment that is not based on causal  perception  involves more frontal areas like DLPFC, which insofar as there is a cognition/perception distinction at all, falls on the cognitive part of this divide.  It is not true that all causal judgment activates areas involved in causal perception narrowly conceived


� Even if were true that most causal judgment in everyday life takes the form of the application of previously learned thick causal concepts on the basis of causal perception, it does not in my view follow that theories of causal learning and judgment should focus exclusively or primarily on such episodes. The episodes that occur most frequently in ordinary experience are often not those on which it is most worthwhile or illuminating to focus in constructing a scientific theory. Ordinary everyday occurrences of motion are very complicated—one learns more by focusing on statistically rare or abnormal cases like moving pendulums, or objects falling in a vacuum. Similarly for causal judgment/ learning, with the added point that  to the extent that we just focus on the application of already learned thick causal concepts and relations, we ignore the important problem of how these were learned in the first place. 


� For additional discussion of the role of causal perception in causal learning and judgment, see Woodward (forthcoming). It is worth remarking that when adults make causal judgments on the basis of  perceptual cues, they seem to employ a concept  or representation of causation that integrates perceptual elements with elements having to do with   difference-making or counterfactual dependency: thus in judging on the basis of perceptual cues that a collision with one billiard ball caused a second to move, they typically also judge (assuming that the situation is one in which other causes of motion are absent) that if the collision had not occurred, the second would not have moved.  For this reason, it seems to me to be a mistake to suppose that causal judgment based on perceptual cues is something entirely distinct from the sorts of judgments that are associated with a dependency-based conception of causation. 


� Similarly for cases in which causal judgment is influenced by covariational information. We can recognize that such influence occurs by manipulating the covariational information and seeing how subject’s judgments vary in response and we can then try to construct a computational theory connecting the two. This does not require that  we must suppose that subjects  are consciously carrying out this computation or that they  consciously represent the contingency information in a completely “pre-causal” way.  
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